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RECENT PAPERS FROM DX-1, DETONATION SCIENCE AND
TECHNOLOGY

Compiled by

R. H. Warnes and S. A. Sheffield

ABSTRACT

Overthepastyear members ofDX-1 haveparticipated inseveral
conferences where presentatiorns were madeandpapers preparedlfor
proceedings. Therrehave also beern severalpapers publishedinor
submitted torefereedjournals for publication. Rather than attach all
these papers to the DX-1 Quarterly Report, we decided to put them in
a Los Alamos report that could be distributed to those who get the
quarterly, as well as others that have an interest in the work being
done in DX-1 both inside and outside the Laboratory.

This compilation does not represent all the work reported during the
year because some people have chosen not to include their work here.
In particular, there were a number of papers relating to deflagration-
to-detonation modeling that are not included. However, this group of
papers does present a good picture of much of the unclassified
equation of state and energetic materials work being done in DX-1.
Several of the papers include co-authors from other groups or
divisions at the Laboratory, providing an indication of the
collaborations in which people in DX-1 are involved. The papers
discuss the various subjects in less detail than if they were part of a
quarterly report, but they are more complete in terms of describing
the work done. In some cases, work in the areas is continuing, so the
papers represent progress reports. In the case of papers in the
refereed journals, they represent work that has been completed.

The papers are not ordered except that those given at meetings are
first and the three journal articles are last. Because of space
limitations established for the proceedings, the papers given at the
American Physical Society Topical Conference on Shock Compression
of Condensed Matter are all four pages in length. The format of each
paper is the same as has been used in the paper submitted for
publication.

In the case of the APS Meeting, papers with DX-1 people as authors
or co-authors represent over 4% of all the papers given at the
conference (15 out of about 350). Since this was an international
meeting? this amount of participation illustrates the impact of our
work on the shock and energetic materials community throughout the
world.
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2$1(V) = c(vo–v)/(vo -$(VO –v)).

If q=O, then uh(v)=ul(v).

If q #0, the two roots for Uh(v) are

‘.=2ul(v)/(1+-) ‘d

u~ = c/(qua ).

The root Ua has the correct limit for q = O and

has good numerical precision; and for q # 0, the

Z.Jbroot has similar precision. Both are calculated

using the fact that if the equation

UX2+ bx + c = O has roots xl and X2, then

c = UXlXz. The proper root must be selected to

lie in the segment determined by v.

The derivatives of ph (v)= ph (Uh(V)) with

respect to specific volume v, or of any other
function parametrically given as a function of u,
requires the derivative duh /dv, which can be

calculated implicitly from the mass equation

u, (u~(v)) v = Vo[u.(uh (v)) - u~ (v)].

Differentiation gives

Using this resuh$ with u = uh (v),

*= ‘t’s+w+
An expression for the Gnmeisen gamma r in

terms of CV,T, ~, and C2 can be obtained from

two thermodynamic equations related to r,

‘P
= CV(l + ~ r T) and Cp = ~c2 /r, where

Cp = (ile/8T)p + p(dv/ilT)p, CV= @e/i3T)V

Equating the two Cp expressions and solving the

resulting quadratic equation for r gives

ISENTROPE ENERGY AND MIE-
GRUNEISEN EOS

From the thermodynamic equation, Tds = de +
pdv (with ds = 0) and the equation of state,

dei
z= – P(vj ei (.))

where ei (v) is the isentrope energy. The

dlfferentia.1equation for ei is then

~ + (r/vk?i = (rh)e~ (v) – Ph(v) (2)

with initial value ei (vl) = el. Let now g(v) =

(TYv), and let G(v) = exp{ Jg(v)dv } be the

integrating factor.

For two special cases of (l%), these functions
are as follows:

1. If r = r,, then g(v) = (r/v) and G(v) = Vr.

2. If lVv =ro /vo, then g(v) = poro and

G(v) = exp {po~ov}.

Now multiply equation (2) by G and integrate,

ei(v)G(v) – elG{vl) = ~ G(v)[g(v)eh (v) – ph (v)]dv

VI

Note that ~ = G(v)g(v) and integrate by parts
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v

J
G g ehdv =

v dek
[G eJ; += dv.

v, 1 V1
Then

Also note

Finally then

ei {v)G(v) - elG(vJ = G(v) eh(v) - G(vl)eh (vi)

v

HG(V) dp,— ~ -#% 1‘V)+ph–po dv

VI

The remaining integral is not expressible in
terms of elementary functions, and is not easily
and accurately tit as a function of volume v
because ph (v) has a singular point at

v = Vo(s – 1)/s when U, = c + m. Recall that

the particle velocity has no such trouble and can be
used for the integration change of variable. Thus
let

[

dPhI(v) =j+ ~(vo – v) + ~~ 1–P.dv
~o

(note lower limit of integration). Changing
integration variable, let

dvh
V= Vh(U) and dv = ~du.

This particular choice of variable change is
advantageous because pk(v) = ph (Uh(V)) and

dph dph duh dU, dVh
— = po(u$ + u--#-&-—=-zdvdv

Also note

(V. – V) = V&4/U~, Ph – Po = p@U~, and

(Ph
dv

1
d du, and fmaUy,– PO} &

u G(vh(u)) U2 dU
I(u) = j u,(u) -#du (3)

o
and

ei(v)G(v) = elG(vl) + eh(v)~(v) – c?h(VI)G(VI) -

[MUJV)) - I(uh(v,))].

Remark ei(v) is the energy of the isentrope

through the point (VI, el, ),which may be any

point in the domain of p(v,e.). A common
usage is the case where el = eh (vI), that is the

isentrope for a material element that has
experienced a frst shock.

The function 1(u) is represented on each
(uj> uj+l ) interval by the form 1(U) =

al -t um(az +- aju + abu2 i- aju3 -t a6u4). In

the neighborhood of u = 0, we let m = 3,
elsewhere let m = 1. For calculation of
derivative of I(u), the exact expression

,2dU,
$ = G(vh (u)) u du—/Us (u) is used.

and
the

The use of component equations of state in a
equilibrium mixture equation of state requires not
only an accurate function value but an accurate
derivative so that the iterative equilibrium solution
method will converge quickly. To that end, the
function l(u) is fitted by fitting the derivative of
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Z(u) and I(u) simultaneously. One need not use
polynomials, any suitable analytically integrable
basis function set would do.

TEMPERATURE AND HUGONIOT
TEMPERATURE

The temperature as a function of (v)e) is

where eh(v) = EIugoniot energy and Th(v) =

Hugoniot temperature, and c, = constant heat

capacity.

The temperature on the Hugoniot Th(v) is

calculated via Walsh and Christian’s method. 1

They write on page 1554,

Changing variable to (v,e), p(v,l’) = P(V,e(v,T))
and thUS

(%).=(2)V(%)V=(-V.

The differential equation is then

with initial value Th(vo) = To. Using the same

integrating factor and notation as in the
integration of the isentrope energy equation,

Th(V) G(v) – TOG(VO)=

J{‘~%
2cv dV }

(V. ‘V) + Ph ‘Po dv.

V.

For Cv= constant, the integral is just Z(V)/Cv,and

thus

Th(V)G(v) = ToG(vo) + $ :(uh (V)).

ACKNOWLEDGEMENTS

I especially want to thank Genevieve Vigil and
Lmry Hill for their help in preparing this
manuscript.

REFERENCES

1. J. M. Walsh and R. H. Christian, Equation of
State of metals from Shock
Measurements, The Physical Review,
6,1544-1556, March 15, P355.

Wave
97, No.



HUGONIOT AND SPALL DATA FROM THE LASER-DRIVEN
MINII?LYER

R. EL Warnes, D. L. Paisley, and D. L. Tonks

Los Alamos Natioml Laboratory, Los Alarms, Nki 87545

The laser-driven miniflyer has been developed as a small-sized complement to the propellant- or gas-
driven gun with which to make material property measurements. Flyer velocities typically range
from 0.5 to 1.5 km/s, depending on the energy of the launching laser and the flyer dimensions. The
10-50 pm-thick flyers, 1–3 mm in diameter, and comparably small targets require very little material
and are easy to recover for post-experiment analysis, To measure and improve the precision of our
measurements, we are conducting an extensive series of experiments impacting well-characterized Cu,
Al, and Au on several transparent, calibrated, windows (PMMA, LiF, and sapphire). Measurement
of the impact and interfiice velocities with a high-time-resolution velocity interferometer (VISAR)
gives us a point on the Hugoniot of the flyer material, These are then compared to published
Hugoniot data taken with conventional techniques. In the span experiments, a flyer strikes a some-
what thicker target of the same material and creates a span in the target, Measuring the fi~surface
velocity of the target gives information on the compressive elastic-plastic response of the target to the
impact, the tensile span strength, and the strain rate at which the span occurred. Volumetric strain
rates at span in these experiments are frequently in the 106–108 s-1 range, considerably higher than
the 103–104 S-*range obtainable from gas gun experiments.

INTRODUCTION

The Laser-driven Miniflyer has been developed
over the last several years to measure the dynamic
properties of materials under shock-wave conditions.
A pulsed Nd:YAG laser is focused through a trans-
parent substrate onto a thin multilayer that has been
deposited on the substrate, Fig. 1. A thin foil (the
flyer) is placed on the multilayer. The laser pulse is
absorbed in the multilayer and creates a plasma,
which in turn accelerates the flyer to its terminal ve-
locity within three or four pulse widths of the laser.
The nearly perfectly flat flyer then impacts a target
and the response of the flyer and target after the im-
pact are measured with a high-time-resolution laser
velocity interferometer (VISAR) (1–2). Many of the
material properties that are routinely determined
with propellant- or gas-driven guns or explosives
can be obtained with the Miniflyer.

Because the flyers and targets are very small (10-
50 pm thick and 1 to 3 mm in diameter), recovery
of the samples for post-shot analysis is straightfor-
ward. The amount of material needed for an exper-
iment is also quite small—a definite advantage if the
material being studied is toxic andlor expensive.

The Laser-driven Miniflyer

Nd:YAG laser PUIS VISAR
1.06 pm

0,5145 pm

7-30ns
Cw

0.01-10 joules
3W

FIGURE L A schematic of the Laser-driven Miniflyer. The
launchinglaser enters from the lefL and the diagnostic laser
entersfromthe right.

9



Some details of the Miniflyer launch and the
direct optical recording of the VISAR data have
been presented previously (34). The purpose of
this paper is to describe the data analysis and to
compare the results with data obtained by con-
ventional techniques. The experiments discussed
here are just the fwst few of many scheduled to
determine if the assembly and alignment procedures
and the precision of the measurements are adequate
to determine accurate Hugoniots and span-related
properties. In addition we hope to determine the
efkct of scaling, if any, on the properties being
measured.

HUGONIOT EXPERIMENTS

In these experiments the material to be studied,
the “unknown”, is the flyer-a 25-Lm-thick foil of
OFHC Cu in the as-received state of hardness. The
target is one of several transparent window materials
of known Hugoniot and calibrated for use with the
VISAR in shock-wave experiments (5-6). PMMA,
LiF, and sapphire are used. The VISAR is focused
through the window and onto the flyer, Fig. 1.
Before impact the veloci~ history of the flyer is
recorded; after impact the flyer/target interface veloc-
ity is recorded, Fig. 2. From these two measure-
ments, a point on the Hugoniot of the “unknown”
flyer can be calculated.

Figure 3 shows graphically how a point on the
flyer Hugoniot is determined from the impact and
interface velocities. The measured impact velocity

25 urn Cu Imuactina LIF

FIGURE 2. Velocitydata fromthe VISAR. The data required
are the impact and the tlyerlwindowinterfacevelocities.

Impact of Miniflyer with LiF Window
10

Point on ~ . OFHC C“ Hugmiot .;.& Hugoniot j
Mini flyer j .

8 : .H.?-Y$ ~
,.”’ ~ j

. . . . . . . . . . . . . . . . . ... .. . . . . . .. . . . . . ...+ .

~ ,.
.; ! Mini flyd.iF: .,

.] ; . . < irdt.rface velo;ity
c .! ;,.
&6 ----------------:------------.----.,;. .............. .------------. .........--------

.: .’ ;
.; ..e

: .; ..”:
.: ..;

:4 -......... ........ ...................!. .......... ..................{ .................-
; .:..

. ; B:,.,
. A;
. .! +-’--y+ ;,.

.:
2 --;~----.,’-.:.... .......... . ..........--------------------------------i

,., ;. Minlflyar Impact velocity,.:
.“,. .”

A+’
:..

0 1 Iv, !

o 0.2 0.4 0,6 u
0.8 1

Particle Velocity (km/s)

FIGURE 3. Graphical representation of the data analysis.
Fromthe flyer and interface velocities, a point on the flyer
Hugoniotmaybe determined.

is shown as a rectangle on the particle velocity axis
at 0.7 km/s. The measured interface velocity is cor-
rected for the window effds (5–6) and then shown
in Fig. 3 as the vertical line at a particle velocity of
O.5 km/s. The pressure at the flyerha.rget interface,
B, is determined by the intersection of this vertical
line and the window (in this case, LiF) Hugoniot. If
the impact velocity minus the actual interfiwe
velocity is A, the coordinates of a point on the flyer
Hugoniot are (A,B).

The measured Hugoniot of the flyer material is

Comparisonof OFHC Copper Data

Partlde Velocity (kmIs)

FIGURE 4. Comparisonof Miniflyer data on OFHC copper
with publisheddata. LiF and PMMA windows were used in
these experiments,
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TABLE 1. Miniflyer Experiments, Calculations, and Comparisons

Experiment Window Impact Interface CTH Measured OFHC Cu Difference
No. Material Velocity Velocity Interface Hugoniot Hugoniot in

(kmIs) (kmIs) Velocity up, P up, P Pressure
(km/s) (km/s, GPa) (km/s, GPa) ‘??0

1 LiF 0.679 0.480 0.483 0,200, 7.341 0.200, 7.556 2.9
2 LiF 0.793 0.570 0.563 0.223, 8,907 0.223, 8.507 4.5
3 LiF 0.382 0.269 0.273 0.113, 3.918 0.113, 4.146 5.8
4 LiF 0.697 0.490 0.496 0.208, 7.511 0.208, 7.894 5.1
5 LiF 1,547 1.099 1.087 0.448, 19.25 0.448, 18,431 4,3
6 PMMA 0.930 0.821 0.827 0.109, 3.735 0.109>3,993 6.9
7 PMMA 0.921 0.819 0.818 0.102>3.724 0.102, 3.735 0.3

compared to published OFHC Hugoniot data in Fig.
4 (7–8). The parameters that can be varied to get a
range of pressures and particle velocities on the
Hugoniot of the flyer material are the impact velocity
of the flyer (adjusted by changing the flyer thickness
and the energy in the Nd:YAG laser pulse) and the
impedance of the window used for the target.

The CTH code (9) has been used to model the
flyerharget interaction. Table 1. gives some details
of the small but representative set of experiments
plotted in Fig. 4 and shows the agreement between
the measured and calculated interface velocities.

WALL ANALYSIS

The miniflyer wave profile data can be analyzed
by wave code computer simulation. Information
about the plasticity in the shock rise and release, as
well as span strength, can be extracted. To demon-
strate this process, we present a simulation result of
an early miniflyer experiment on aluminum.

Figure 5 shows the particle velocity data taken by
a VISAR on the &e surface of a sample foil of
Reynolds aluminum nominally 50 ~m thick. The
flyer plate was launched from a substrate coated with
a layer of vapor-deposited Al nominally 25 ~m
thick. The metallurgical properties of both foils are
not well known.

Figure 5 also shows the result of a simulation us-
ing the characteristics wave code CHARADE (10).
The materials modeling included the Johnson-
Barker model for the plastic strain rate in the plastic
rise (11), a backstress model for the reverse plastic
flow in the release (12), and a pressure threshold
span model. The EOS used was a Mie-Grueneisen
type with a pressure-dependent bulk modulus and
constant Poisson’s ratio (13). The equation of state
material parameters used were roughly appropriate

Time (.s)

Figure 5. Comparisonof free surface velocity data from a
spalledaluminumtarget with a CHARADEwave code simula-
tion.

for 606 1-T6 Al. Using parameters for 2024 Al and
1100 Al produced little change in the calculated free
surface velocity profile.

The volumetric tensile span strength was found
to be 1.8 GPa. This value, because it was obtained
from a full hydro calculation in CHARADE, takes
into account the wave evolution between the span
plane and the free surface. A calculated value of 2.8
GPa was found for a gas gun experiment on 6061-T6
Al (13).

In the calculation, the flyer plate impact velocity
was taken to be the observed tie surface peak
particle velocity, since the impact velocity was not
measured independently. This velocity produced a
fairly good overall comparison with the free surface
velocity data, as seen in Fig. 5. The fit of
calculation to data was done only on a qualitative
basis since the materials are not well characterimd.
The various materials models were adjusted to

11



demonstrate that the general features in the data are
reproducible with CHARADE, as seen in the figure.

It is of interest to compaxe the materials parame-
ters arrived at in the fitting with their counterparts
from a simulation of gas gun data on 6061T6 Al at a
shock strength of about 4.3 GPa and involving
much larger plate dimensions (13). In the miniflyer
fit, the plastic strain rate multiplier had to be in-
creased ten fold and the dislocation multiplication
right after the precursor had to be decreased by about
7 fold from the gas gun fits. In the backstress
model, the miniflyer fit required about a seven fold
smaller dislocation viscosity and a twenty fold in-
crease in pinned dislocation density. The miniflyer
fitting seems consistent with the sample foil being
in a strongly work-hardened state born its rolling
preparation, and, therefore, having a large initial dis-
location density.

The calculated volumetric strain rate for the
miniflyer span was about 7.6 x 107s-1, many orders
of magnitude above that of gas gm experiments.
The high spallation strain rate obtainable in the
miniflyer experiment is another example of the
advantages this technique has to offer.
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LA-UR-95-2470 (Preprint for Proceedings of 1995 AI% Topical Conference on Shock Compression of
Condensed Matter, August 13-18, 1995, Seattle, Washington)

EFFECTS OF INTERFACIAL BONDING ON SPALLATION IN
METAL-MATRIX COMPOSITES

Los Alamos National Laboratory, Los Alamos, NM, 87S4S, USA

Two metal-matrix composite systems are studied to determine the influence of inclusions cm the spallation
strength in plate-impact experiments. The fwst is an ahuninurrdcemmic system with several volume
fractions of ceramic inclusion, and the second is a coppdniobimn composite consisting of 15 vol. %
niobium particles embedded in the copper matrix. Mate-impact experiments pmduoe peak compressive
stresses of -5 GPa in the aluminumlcemmic system nnd -10 GPa in the copwriniobium system. ‘Nw
characteristic code CHARADE is used to calculate detailed compression-release profiles in the composite
systems, thus accurately quantifying the.wave-evolution occuming between the span plane and the particle
velocity (W&&R) measurement at the rear free surface. The duindcetic system exhibits a strong
dependence of the span strength on inclusion concentration and morphology. In the case of the
copperhiiobium system, the span strength remains essentially unchanged by the presence of 15 vol. %
niobium particles embedded in the copper matrix.

mTRoDucTIoN

Composite materials are currently being propowd
for use in a wide variety of applications. Some of
these applications involve subjecting such materials
to impact and dynamic tension. In this paper we
present data obtained using shock compression
techniques to span several metal-matrix composites.
These include three vohme fractions of Al/ceramic
materials and one meti-matiflmemi composite,
Cu/Nb. Measurements are complemented by
calculations performed with the characteristic code
CHARADE (1), which gives the dynamic tensile
(span) strength at a point within the impacted
sample,

EXPERIMENT

Experiments wem performed on several materials.
The metal-matrhdceramic composites were of two
kinds, The fwst material was 6061-T6 aluminum
with embedded spherical particles of mullite
(3Al@3, 2Si02). This material has a density of
2,840 gmlcm3 and a volume fracticm of mullite of
approximately 20%. The other metal-

matrixjceramic composites (2) were 6061-T6
aluminum with angular alumina (M203) inclusions
at two volume fractions (8 and 17qo). The material
chosen for the metal-rnatrixhnetal composite was
Cu/Nb, This material consists of a Cu mat-rix with
inclusions of N% at a volume fraction of 15qo; a
metallograph of this material is shown in Figure 1.

FIGURE 1. Metallography of CURW composite.
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hpacf, response was measured using time-
msohwd velocity interferome~, wilh a push/pull
VHAR (4). This diagnostic system is capable of
n~lO~e~Ond kve~ F&W]DtiOll, W3d J&3~& ~fil%,iC~~
velocity histories with Less than 1% uncertainty.
ptic]~.v~lwity dam were taken iit 21 free MM&K@h~
spdl ex~tien~, and at a @gtitiwindow interface
for wSfe-proFtie experiments (not pmsenkd km).

LW (I(M) windows were used for tic AMx3sed
composites and sapphire (Z-cut) for tie Ch-based
m.atmids because of tie dose shock imqMknW
match. For window experiments a thin (13 pm)
altinum shim was ‘placedbetvmm the window and
the target. We were able to pdorm free-surface
(span) experiments with no foil ‘by slightly
defocusing the V-ISAI?laser spot..

Analysis is mnrkd out with the rate-depndent
chmacteristie code ~RA~AD13 (1). The rate
dewndence in these calculations is contained in the
micromecbanic~ model of plastic flow md not in
the fracture process. A simple tensile fracture model
is used for spallation. The benefit of using a
sophisticated rate-dependent ellastic-viscoplastic
model for impression and rekmsti comes from the
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FIGURE 2. Spdl signals for AUceramic
composites; (a) C!cmB,(b) Durl , and (c) Als3_3.

ability to calculate accurately the evolution of
complex waves that travel from the span plane
(where the fracture occurs) to the free surface (where
the measurement is made).

(XMRA.DE contains advanced models of rate-
dependent elastic-plastic flow as well as
ticromechaicd models of quwielmtic release from
the shocked state (5). This sophistication gives
some assmm that the evolution of the span signal
w)ll be fai@fully simulated in the numerical
calculation. Elastic moduli and equations of state of
the composite materials are obtained from mixture
theories ikwriw in i@a-eme(2).

RESULTS

In Figure 2 we show the span results for the
AUcera&c composites (2). ‘I’be~pall strength of the
composites my readily lx sea to vary with volume
fraction of cermic reinfor~ment, and with shape.
The presence of the alumina particles also changes
the nature of the span ‘pullback’ signal indicating
sluggish behavior as compared to the t5061-T6 Al
resulb Figure 3. his clear by comparing the results,
with and without ceramic reinforcement, that the
span strength in the composites are dl lower than
that in 6061-T6 aluminum (Table 1). Spa.11results
for the CulNb composite and (WE G are shown in

Figures 4 and 5. To wit.hilfl experimental

uncertainties there is no difference in the span
behavior of these two materials, a somewhat
surprising result.

One unusual feature observed in the spdlation
properties of the Ctdi%b com~site is the small
secondary span resismce observed iwediately
following the minimum in the pdcle-velmi~~tie
record of Figure 4. There is considemble st.ructwe in
this region; it has the same qudimtive features as
found in the sp~btion of *tiw (6].

Wave-profile and spill experiments have been
performed on two very different metal-matrix
composites. The systems stud~ed here were a metal-
matrixhnetal (Cl@4b), and several metal-
mtiflcertic materials (NM203 and Wmulti@).
Results indicate that the Cu/Nb material is
essentially indistinguishable from pure WE Cu in
wave-profile and span-signal memmemen@. The
span strength of this material is 3.5 CWa.

‘Results for (he WM203 composites show that
there is a considerable difference in span behavior of
these composites in comparison to 6061-T6 AL
‘I’he span strength for 6061-I% tiuminum is 2.8



FIGU~ 4. Span signal for CWNb composite.

GE%, wMe that for the aluminumlcermic
composites varies from 1.1 to 2.0 GPa deWnding on
volume fraction of ceramic reinforcement and
particle morphology. This complement the low-
strain-rate results of Song, et al [7). The presence of
ceramic inclusions strongly influences the dynamic
material st.rengtb in tension. Our experiments show
that not only does volume fraction of the ceramic
reinforcement affect spal.1strength, but also particle
shape plays a mjor role.

In the case of aluminmltiutiina it might be
suspected that the interracial bond itself is weak;
simply because of the difference between the
electronic structure of metals and ceramics.
However, it is believed that this bond is fairly
smmg and that the weakness comes from ductile
failure in the metal (alwninm) adjacent to the
interface between these two mterials. The presence
of significmt elastic moduli differences contributes
to substantial hytiosmtic tension and causes voids to
grow in the vicinity of the interface.

Additional work that would be of interest is the
impact and spallation of materials which contain
continuous reinforcement in the form of fine wires,
for example, Experiments on this type of
composite are described elsewhere in this conference
(8).
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~TE-DEPENDENT SPALLATION PROPERTIES OF TANTALUM

J.N. Johnson, R.$. Hixson, D.L. Tonks, and A.K. Zurek

Los Alamos National .Luboratory, Los Alamos, NM, 87545, USA

Spallation experiments are conducted on high-purity tantalum using VISAR instrumentation for impact
stresses of 9.5 GPa and 6.0 GIP’a. The high-amplitude experiment exhibits very rapid initial span
separation, while the low-amplitude shot is only slightly above the threshold for void growth and thus
exhibits distinct rate-dependent spallation behavior. These experiments are analyzed in terms of simple
tensile fracture criteria, a standard rate-dependent void-growth model, and a rate-dependent void-growth
model in which the expected plastic volume strain makes no contribution to the relaxation of the mean
stress, Recovery tests and VISAR measurements suggest an additional resistance to spallation that
follows the rapid coalescence of voids; this effect is termed the secondary span resistance and is due to the
convoluted nature of the span plane and the resulting interlocking fracture pattern that is developed and
for which the stress remains unrelieved until the span planes have separated several hundred microns,

Spallation in metals remains an important
research subject in the field of shock compression
science in spite of the wealth of existing spallation
models and corresponding data. Spzdlation, like
dynamic plasticity, is controlled by defects rather
than the perfect lattice and hence substantial span
strength variation with impact amplitude and strain
rate is sometimes seen where none is expected, In
the case of tantalum (bee) the plastic flow properties
are controlled by the Peierls stress (inherent to the
perfect lattice) and are not exceedingly sensitive to
imperfections. The spa]] strength, however, is
controlled by large-scale impurities that either
provide initial porosity or act as nucleation sites for
voids. Simple tensile fracture models are often
unable to adequately represent material span
behavior because of the strong dependence on rate-
dependent properties associated with void initiation,
growth, and coalescence.

In this work we present a study of the spallation
properties of tantalum (i) just above the spallation
threshold and (ii) at an impact stress one and one-
half times the spallation threshold. The
experimental measurements are compared with
those of Isbell, et al (1). The new results show the
dependence of span strength on impact amplitude
and some of the complexities of the spallation
process near threshold conditions when analyzed in

detail in terms of void-growth models. A new
phenomenon termed “secondary span resistance” is
observed and described theoretically,

EXPE~MENT

Shock-wave experiments are performed with a
50-mm-diameter gas gun. Projectile velocity and tilt
are measured immediately before impact by means
of a stepped circular array of shorting pins
surrounding the target disk. For these experiments,
tilts are typically 1.0-1.5 mrad, and impact velocities
range from approximately 200 to 300 m/s: these
velocities produce longitudinal stresses in the range
of 6,0 to 9.5 GPa for symmetric impact.

A shock-release profile is measured using a
push/pull VISAR (2) with a sapphire window,
Spallation experiments are ccmducted with stress-
free back surfaces, also with VISAR
instrumentation.

The chemical composition of this material is as
follows (in ppm): C(6), 0(56), N(24), H(<l),
Fe( 19), Ni(25), Cr(9), W(41 ), Nb(26), Ta(balance).

CA.LCXJLATYON

Following the establishment of the shockh-elease
behavior (3,4) in the absence of spallation, a set of

@ 1996 Amefican Institute of Physics
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calculations was pmfomned on the theoretical span
response of tantalum at impact stresses of 6- and
9.5-GPa using a simple tensile-fracture criterion.
These results are shown in Figure 1.

%
5’3 rmg~

Mklllll llillll llllllllllllllli

1 2 3 4

time (10-6s)

FIGURE 1. Simple tensile fracture criterion for
Span.

The “span strength” for the 6-GPa shot is 5.2
GPa and that for the 9.5-Gl?a shot is 7.3 GPa. It is
also seen that the simple tensile-fracture criterion
does not represent the obvious rate dependence
observed in the lower amplitude experiment. In
addition there is the peculiar deceleration that occurs
shortly after the mipimum particle velocity for the
9.5-GPa shot in Figure. 1 (arrow). This result is
peculiar in the sense that once separation occurs at
the span plane, there should be nothing to cause
further negative acceleration; in the 6-GF’a
experiment this resistance to rapid separation is to
be expected because void growth controls the
separation process - complete separation has not yet
occurred.

Span calculations were also performed with a
void-growth model (5). The essential features of
this model are contained in the following
expressions for the time rate of change of porosity in
the tensile region:

(1)

Ap=~+a~(l–q)logT (2)

where q is the porosity (initial value designated by
subscript 0), q is plasticity coefficient (units of
viscosity), ~ is the mean stress, and as defines the

flow stress for void growth.
The material ccmstitutive relation which includes

the effect of void growth is given by

b – (K+4G/3)(~/p) = F (3)

where F is the relaxation function given by

F=-2(G-7r)l#i+ (K-p)j@l(l-q) (4)

where G is the shear modulus, K is the bulk
modulus, y is the Griineisen coefficient, r is the
generalized shear stress, and v is the plastic shear
strain. The elastic moduli are degraded by a factor
(1- gq) in comparison to the solid elastic moduli.
The quantities ~ and g are used to control various
contributions to the model; in the normal void-
growth model~ and g are both unity.

Calculations of spallation me performed for
tantalum with Eqs. (3) and (4) with ~ = 1 and g= 1.
It is found that even qualitative agreement between
theory and experiment is highly elusive, the start of
the pullback signal is very abrupt [see, for example,
the calculation for plate-impact-induced span in
copper, ref. 5]. These calculation and comparisons
suggest that ideal, ductile void growth does not take
place in this particular type of tamalum. Work done
by Isbell, et al (1) definitely showed ductile void
growth in the classical sense. The material used in
their study was 99.5% pure. The tantalum studied
here is considerably purer than 99’.5%.

It is suspected that void growth does occur in
these samples, but not homogeneously over the
dimension of a computational cell (in these cases,
the one-dimensional computational cells are 12 pm).

Calculations of the span sigrials with the void-
growth model omitting the void-growth term ~=0)
in Eq, (4), but mainlining the full degraded rnoduli
(g=l ), are shown in Figure 2. ‘he initial porosity is
taken to be 0.0005, as = 0.22 GPa, and q = 20
Poise as determined by numerous calculations of the
span profiles. Complete span separation is
controlled by a parameter p~, the maximum

allowable porosity prior to rapid void coalescence.
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FIGURE 2. Void-growth model for span: (a)
qf=0.30; (b) qf=0.43.

The rate-dependent nature of the span process for
the 6-GPa experiment is obvious, The fracture
porosity inthis case is q~=O.43. Forthe9,5-GPa

experiment ~f = 0.30, and there is no essential

difference between the calculated span response for
the simple tensile fracture criterion and for the void-
growth model, The fact that the fracture porosities
are different is unusual, and is something that
requires further investigation.

If the link-up, or void coalescence, step in
spallation were simply a rate-dependent plastic flow
process, then it would be expected that higher rates
of tensile loading would allow greater porosities to
be achieved prior to fracture; the opposite is
observed here.

The agreement shown in Figure 2 is suggestive
of a material for which the void growth is limited to
a small region within a computational cell (brittle
fracture) and whose moduli are reduced by the
presence of this damage, but whose volumetric
plastic strain is not strongly affected.

SECONDARY SPALL RESISTANCE

One of the most interesting and peculiar
observations associated with the 9.5 GPa spa~lsignal
is the sudden deceleration that occurs in the pull-

back signal (arrow, Figura 1). It appears that the
material has undergone complete spallation, i.e.,
material separation, and then finds that there
remains a substantial restoring force tending to
decelerate the spalled piece. ‘Ilk remained a puzzle
until recovery experiments were performed to
examine the nature of, the actual span plane. The
span region is shown in Figure 3 for a 9,5 GPa
impact stress.

FIGURE 3. Spalled region for peak impact stress
of 9.5 GPa.

It is seen from Figure 3 that the span plane is not
a distinct fracture surface, but rather is extended
over several tens of microns in the direction of wave
propagation (vertical). This observation suggests
that the initial loss of strength takes place by the
coalescence of voids to form a system of small
cracks (long dimension perpendicular to impact
direction) extended over a finite region of several
tens of microns normal to the span plane. The initial
loss of material strength obtains from the formation
and elastic opening of these cracks and the
corresponding drop (to near zero) of the longitudinal
tensile stress. Following this initial 10ss of tensile
strength, the extended span plane pulls apart and
undergoes additional linking of these cracks to
eventually form the separated span plane, but not
before developing considerable secondary resistance
to separation: this is what we refer to as secondary
spa]] resistance (SSR)

The SSR is modeled in terms of an additional
tensile stress that develops following simple tensile
fracture. As the separation distance x between the
left and right sides of the span surface increases, the
SW-?is given by:



OSSR --0 for X-CL1 and x>b (54

ossR=f~,~[(X-b)/(b-u)]  foracxcb  (5b)

where o$ is the absolute magnitude of the spa11
strength and f is a nondimensional number less than
unity. Generally a will be on the order of a few
microns (the onset of SSR) and b will be on the
order of a hundred microns (the end of SSR).
Equations (3) represent the stress necessary to pull
apart the convoluted spa11  plane shown in Figure 3.

Calculations of the spallation behavior with this
model of SSR is shown in Figure 4 for a = 5
microns, b = 200 microns, and f = 0.20.

The fracture properties of metals are extremely
complex. The ccmbination of plastic flow
properties and impurity content that control the
fracture process provides very subtle differences that
result in brittle behavior in some cases and fully
ductile behavior in others. Temperature is another
parameter that we have not yet even begun to
investigate, but one that obviously has a strong
influence on these properties,

Tantalum studied previously (1) (99.5% pure)
exhibited classical ductile spallation properties in
the range of impact stresses from approximately 7
GPa  to 9 GPa. The material studied here quite
obviously fails to behave in the ideal manner and
consequently the ductile void-growth model must be
modified in order TV represent the time-resolved
spallation data. It is found empirically that a fit to
the data can be obtained by omitting the void-
growth term from the relaxation function F, Eq. (4).
This is clearly not very satisfying and other methods
were sought in order to obtain a similar fit. A
second method was found in which the factors f and
g (multiplying the void-growth term in the
relaxation function and in the damage term
controlling the moduli) were equal and less than
unity: f = g - 0.05. Additional calculations must be
performed to determine the complete range of
parameter space for which reasonable fits to the data
can be obtained.

A new effect was observed in the 9.5 GPa
experiment described here. This is termed

1 2 3
time (IO‘ ’ s)

4

FIGURE 4. Calculation of spall signal with
secondary spa11 resistance included.

Secondary Spa11 Resistance (SSR) and has to do
with the resistance provided by the extended spa11
plane as it tries to pull apart in the fashion of a
jigsaw puzzle. This effect is very pronounced, and
is represented in terms of a secondary force that
applies once the (left and right) spa11 surfaces have
moved apart a few microns and continue until
separation reaches a few hundred ,microns.
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ORIENTATION-DEPENDENT SEIOCK RESPONSE OF

EXl?LOSIVE CX1.YST’.ALS *

J. J. DICK

Group DX-1, MS P952, Los Alamos National Laboratom, Los Alamos, New Mexico 87545 USA

Some orientations of PETN crystals have anomalously high shock initiation sensitivity around 4
to 5 GPa. Results of a series of laser interferometry experiments at 4.2 GPa show that this is
associated with an elastic-plastic, two-wave structure with large elastic precursors. Implications for
the initiation mechanism in single crystals is discussed, Initial work on beta phase, monoclinic HMX
is also described,

INTRODUCTION
Anomalous luminescent emission and initia-

tion of detonation have been observed for two
orientations of single crystals of pentaerythritol
tetranitrate (PETN) in shock experiments near
4 GPa. (1) The crystals were more sensitive at
4.2 GPa than at 8.5 Gpa. From the data avail-
able it was not clear what was responsible for this
anomaly. In addition to the sensitivity anomaly
observed in wedge experiments, there was an un-
usual intermediate velocity transition between the
initial shock velocity and the final detonation ve-
locity in a wedge experiment on a [110] crystal.
After consideration of these results it seemed that
measuring time-resolved histories at several thick-
nesses through the initiation regime would be very
helpful in clarifying the nature of the anomaly.
Therefore a series of measurements of particle
velocity vs time at several thicknesses through
the initiation regime was undertaken using veloc-
ity interferometry. The results indicate that the
anomaly is associated with separated elastic and
plastic waves with large elastic precursors, In ad-
dition to the [110] experiments, experiments were
performed at 4.2 GPa on [100] and [001] orienta-
tions as well. The records show orientation depen-
dence in accord with previous luminescent emis-
sion experiments and a model of orientation de-
pendence of shock sensitivity based on steric hin-
drance to shear. (2,1) Interferometry experiments
were performed on [110] crystals at stresses rang-

*Work performed under the auspices of the U. S. Depart-
ment of Energy

ing from 4.0 to 7.2 GPa in order to look at the
variation in material response from the anomalous
regime to the higher stress regime. The records
show a continuous variation from one type of his-
tory to another, At higher stresses with a single
shock, the initiating flow peaks further behind the
shock wave, This results in slower shock growth
at 6 and 7.2 GPa than at 4 to 5 GPa.

EXPERIMENT’AL 7JECIHN1QUE

PETN crystals were subjected to shocks using
a light-gaa gun, Particle velocity vs time histo-
ries were recorded at the PETN/PMMA window
interface using a velocity interferometer, Projec-
tiles made of 2024 aluminum were impacted on
Kel-F (polytrifluorochloroethylene) discs 50 mm
in diameter and 5 mm thick. The PETN crystals
were mounted on the Kel-F discs with a silicone
elastomer. The crystxds had typical lateral dimen-
sions of 15 mm.

The measurement system used was a dual,
push-pull, VISAR system.(3) The dual VISAR
with different fringe constants removes ambigu-
ity in determining the particle-velocity jump at
the shock when extra fringes must be added. The
light was transported from the argon-ion laser to
the target and thence to the interferometer table
with fiber optics.

EXPERIMENTAL RESULTS
In previous work(1) anomalous detonation was

observed in a [110] PETN crystal in a wedge ex-
periment at about 4.26 GPa. The run distance to
detonation in wedge experiments was shorter at
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FIGtJl%.E 1. Particle vs time histories at the
PETN/PMMA interface for a 4.15 GPa input shock at
1.825, 3.47, 4.44, and 5.55 mm PETN thicknesses of [110]
orientation

4,26 GPa than at 8.5 GPa. The run distance nor-
mally would increase and the sensitivity decrease
with decreasing input shock stress. Furthermore,
the run distance was the same at 4.2 Gpa and
at 9.2 Gpa, a double-valued behavior. More ex-
perimental information was needed to clarify the
behavior. In order to observe the behavior behind
the leading shock wave, a series of four VISAR
experiments was performed at 4.15+0.01 GPa on
[110] cryWals of different thicknesses in order to
obtain particle vs tinne histories through the ini-
tiation regime. The first two with crystal thick-
nesses of 1.825, and 3.47 mm were in the region of
constant initial shock velocity in the wedge exper-
iment. The third at 4.44 mm thickness was at the
onset of the intermediate velocity transition. The
fourth experiment with a crystal thickness of 5.55
mm was in the region of the intermediate velocity
transition. The particle velocity vs time histories
obtained at the interface are shown in Fig. 1. It
was unexpected to see a two-wave structure. In
Ref. (1) the leading wave was thought to be the
bulk or plastic wave to the final shock state.

The two-wave structure recorded at 1.825 mm
is a large elastic shock followed by a more-
dispersed plastic wave. The elastic wave am-
plitude is 2.74 GPa in PETIN. This precursor
strength is much larger than those seen for in-
put shock strengths of 1.14 GPa. There the

elastic precursor shock strength for [110] crys-
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FIGURE 2. Particle vs time histories at the
PETN/PMMA interface for a computed 4.15 GPa input
shock strength for [001] and [100] orientations. The [001]
crystal thickness was 3.79 mm and the [100] crystal thick-
ness was 2,90 mm.

tals was 1.0 GPa. Dependence of elastic precur-
sor strength on input shock strength in [110] and

[001] PETN cry8tals was noted in earlier work for
shock strengths up to 2.7 GPa. (4) Elastic precur-
sor strengths were as strong as 2,0 GPa after 5
mm of wave propagation in that work.

The profile behind the plastic wave is not flat

and steady as would be expected in an inert mw
terial. Instead, there is evidence of exothermic
initiation chemistry causing increasing particle ve-
locity immediately behind the plastic wave, The
initiating flow accelerates the second wave so that
it completely overtakes the elastic shock by about
4.6 mm causing the intermediate velocity transi-
tion. The detonation transition was at 6.6+0.2
mm in the wedge experiment.

In Fig. 2 particle velocity vs time histories
for [001] and [100] orientations for the same in-

put stress are displayed. For the [001] orientation
an elastic-plastic, two-wave structure is displayed
similar to that observed in [110] orientation. The
elastic precursor strength is 3.15 V.Pa, larger than
observed in [110] orientation. However, the initi-
ating wave is weaker than in [110] at that thick-
ness. In contrast, the [100] crystal displays a sin-
gle wave to the final state followed by a nearly
constant particle velocity indicative of essentially
inert behavior. These behaviors correlate with the
relative steric hindrance to shear.



DEKXMHQN OF THE RESULT’S

Elastk-l?lastic Wave Structure
In the [110] and [001] orientations there is an

elastic-plastic wave structure in the region of the
low-shock-stress sensitivity anomaly observed for
[110] crystals. Initiation begins in or immedi-
ately behind the plastic wave. This is consistent
with our model of steric hindrance to shear. (1,2)
IrI the model the endothermic first step in ex-
plosive decomposition is chemical bond breaking
in the sterically hindered shear flow in the plas-
tic wave or shock, This leads to the exothermic
decomposition steps on the way to initiation of
detonation, especially at low stresses. Our pre-
vious geometric analysis of steric hindrance for
rigid molecules found [110] and [001] orient ations
to be hindered and [100] and [101] orientations to
be relatively unhindered. These results were cor-
roborated by molecular mechanics analysis of de-
formable molecules for the cases considered, [100],
[101], and [110]. For the [100] orientation there is
a single wave with a flat following flow indicative
of no initiation response. This is consistent with
the minimal steric hindrance for this case. The
small elastic precursor(2) has been overdriven by
the plastic wave at this level of shock strength; i.e.,
the wave speed on the plastic Hugoniot is faster
than the wave speed on the elastic Hugoniot for
the input particle velocity of 0,616 mmlps.

The two-wave structure explains another fea-
ture noted in earlier work.(1) From photodiode
records of the luminescent emission it was inferred
that there was an absorbing or dark zone behind
the leading shock. This is consistent with the
emission coming from the region of the plastic
wave, not the leading elastic wave. The interpre-
tation is that the peak in the photodiode signal
and the subsequent fall in signal level is due to
quenching of the emission in the crystal by the rar-
efaction from the free surface after arrival of the
plastic wave. In Fig. 3 particle velocity records
are shown of the elastic-plastic wave structure for
[110] and [001] orientations. There are arrows on
each record marking the time at which the photo-
diode peak would be based on data presented in
our 1991 article.

In order to determine the position of the photo-
dlode peak for the sample thicknesses correspond-

1.4
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1,2
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0,s
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FIGURE 3. Particle vs time history at the

PETN/PMMA interface for [110] and [001] crystals
shocked to about 4.16 GPa. An elastic-plastic, two-wave
structure is displayed by both records. The plastic wave
is followed by increasing particle velocity due to exother-
mic initiation processes. In each case the arrow indicates
the inferred position of the peak in emission as determined
from a photdiode record in earlier work. The beginning
of the fall in emission intensity coincides roughly with the
beginning of the plastic wave. This indicates that the lu-
minescent emission begins at the base of the plastic wave.

ing to the VISAR experiments, the following anal-
ysis was performed. The photodiode records were
obtained for crystal thicknesses different from
those used in the VISAR experiments. For [110]
orientation the photodiode record was for a crystal
2.79 mm thick vs 1.825 mm for the VISAR record.
For [001] orientation the photodiode record was
for a crystal 3.94 mm thick vs 3.79 mm for the
VISAR record. The input shock stresses were were
equal within 0.22 GPa for [110] orientation and
within 0.11 for the [001] orientation. An analysis
was performed in the position-time plane to deter-
mine the arrival time for the event associated with
the photodiode peak at the sample thicknesses of
the particle velocity records assuming a constant
velocity for the disturbance, Account was taken
of the particle velocity of the PETN/PMMA in-
terface in the VISAR experiment and PETN free
surface velocity in the emission experiment, but
wave interactions were ignored. The disturbance
arrival time t is given by:

~=to–:~
l.?

(1)
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where to is the elastic wave transit time in the
VISAR experiment, Ut is the velocity of the
PETN/PMMA interface in the VISAR experi-
ment, and UPk is the apparent velocity of the pho-
todiode peak from the photodiode experiment.

The striking result as seen in Fig. 3 is that
quenching of the emission begins as soon as the
initial portion of the plastic wave arrives at the
free surface, at least within the 10-20 ns accuracy
of the analysis. This implies that the emission
originates from the entire plastic wave not just
behind it. It suggests that onset of emission coin-
cides with the onset of sterically hindered shear.
From time-resolved spectral measurements this
emission was interpreted as due to excited elec-
tronic states of N02. (1) This raises the possibility
that the emission is due to direct nonequilibrium
excitation by the sterically hindered shear. As
suggested in an earlier article(2) the endothermic
first step in initiation may involve nonequilibrium
excitation of molecules on a femtosecond time
scale caused by a mechanical process, sterically
hindered shear occuring in the plastic flow associ-
ated with the uniaxial strain in a plane shock. In
the molecular mechanics calculations in that ar-
ticle the dihedral angle changed by up to 60°, a
much larger change than that caused by thermal
motion. Also, the calculations indicated that sig-
nificant bond angle strain occurred in PETN for
the most hindered cases, Ref. (5) suggests ways in
which bond angle distortion can drastically change
the electronic state of a molecule.

It is worth mentioning that the calculated ho-
mogeneous temperature rise at 4.2 GPa is about
100 “C. The peak in the spectral data corresponds
to 5000 to 6000 K by Wien’s law, an unrea-
sonable heterogeneous temperature, much higher
than detonation temperature. Furthermore the
spectral curves do not fit those of a gray body
with constant emissivity. Rather, the spectra have
the character of a chemiluminescent edge on the
blue side. This result substantiates the previ-
ous conclusion that the observed emission is due
to luminescence from excited electronic states.(1)
While we consider the nature and timing of the
emission to be evidence for a mechanoluminescent
mechanism, the possibility that the sterically hin-
dered shear causes vibronic uppumping followed

by bond breaking, and that the electronic excited
states are due to subsequent chemical reactions on
a nanosecond time scale cannot be ruled out.

EIMX ST’UDI13S
Work has begun on studying the unit cell of

this monoclinic crystal. The space group is P21/c.
Possible slip systems are being studied for relative
steric hindrance for different possible shock orien-
tations. Because of the reduced, symmetry of the
unit cell, there are many more cases to consider
than for PETN. The known slip systems of an-
thracene and other molecular crystals of the same
space group have been studied for possible guid-
ance. The importance of twinning in deformation
of HMX is another complication. (6,7) Crystals of
110 and 011 orientations in P21,/n have been cut
into slabs in preparation for VISAR experiments.

1.

2.

3.

4.

5.

6.

7’.
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SHOCK INITMTION OF PBX-9502
AT ELEVATED TEMPERATURES
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LosAhnwsk%xionalf.dwoto+y, k Ahmos, New&XiCO G5M

Tik3 shOCk sensitivity of MIX-9$32 is kmwn to change with tempemm B4xb VOjIUM

expansion and incmsed internalewgy may cmriite to this pkwmemm PBX-9W2was heatedand
iBMtitimd-’a6w*w~@g wd*k@@u*ma E@p
gun. $fmsitivity and macwe wavepm-= masurd Compkmentay expefimcats~ * ~
H3X-9502 made to -O ‘I@M growth”, w MN- rewsibk anismpk !hemd eqmaioq ~
carefullyC@Mdd thmnd c@@ ~ WX=S =- mk=bk SiUc- andSi@ifkqtchanges
insensitivity.$easitivityand rtactiw MVe ~~m * discussed ia tams of’dcttsity@ ~
materialm*I~.

EXPERIMENTAL

2.5



distance, mm

26



*
.-2
L)

.3
4
L -0.4
C3 -1

27



The points for redwed de@y rnateria!
WCrC obtincd from *M done ORcold PBX-9W2
tit hadbeensubjeztcdto ralchet #ow@ by repated
!mLing in an oven to2! loC, cooling very slowly to
room lem~nture h betwwi cycles. l?w ~ultin~
samples were then machined into ~ wedges d
fwedcold on the gasgun. Wackede and DaNmaI?
showthathe sensitivityof materialexpanded in this
waydecsnotdi!Terfiomrnaterial_tothesame
reduceddensity,*S out chemical deaqwsition
duling theheatingCyck

The density of *C U)W sample can be
estimate4il~2!0 be LS4S,compartd with 1.82$ for
theexpandedtmatuial,allowing for the possibility
that its reaction may be s!ightly accelerate by
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If@of !owerdensitymaterial. Points fw bosh hos
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WEDGETEST DATA FOR THREE NEW EXPLOSIVES:
LJ?(XI12, 2,4-LIPJI, AND TNAZ *

L.G. Hill, W.L. Seitz,J.I?.Kramer, D.IVI. Murk, and 1%.S. Mdina

Los ,41amos National Laboratory, Los Alamos, New Mexico 87545 USA

High pressure ??op-plots and inert EIugoniot curves have been measured for three new ex-
plosives: LAX I 12 (3,6-clialllil~o-l,2,4,5-tctr~]zi1le-l,4-dioxicle), 2,4-DIW (2,4-dinitroin~idazole), and
TNAZ (1,3,3-trinitroazcticline). LA. Xl12 and 2,4-DiW are of interest because of their insensitiv-
ity, while TNAZ is useful for its performance ancl castability. The shock sensitivity of LAX112 and
2,4-DNI fall between that of prmsecl TNT and PBX9502, LAXI 12 being the less sensitive. The shock
sensitivity of TNAZ falls I>etwccn that of pressed I?ETN and P13X9501. The inert Hugoniots for all
three materials arc comparable to those of other explosives.

H’wrFmrluc’mori!
LAX112 (3,6 -dianlino- 1,2,4,5-tctraziue- 1,4-cli-

cmide), Fig. la, was developed at Los Ahunos in
an effort to find an insensitive high explosive with
better performance than TAT13. LAX112 is dis-
tinguished by its high nitrogen content, ancl the
absence of nitro groups. It has a high detona-
tion velocity (SS8.3 mm/pscc), but cylilldcr tests
show that its metal pushing performance, while
margilaally better than T.4TB, is significantly be-
low that of HMX, RD.X, and PETiN based explo-
sives (1),

2,4-DNI (2,4-clinitroinli, dazole),Fig. lb, is an-
other candidate for an insensitive high explosive.
Its detonatiofi velocity (~ 7.8 nml/~isec) is slightly
less than that of LAX I 12, while its metal pLlSh-

ing performance appears to bc slightly better (2).
Drop-weight impact tests have shown significant
batch-to-batch variations in sensitivity (as much
as a factor of three), and 4-llitJroiJllicl:\zolc inlpuri-
ties are the suspected caLlsc (1).

TNAZ (1,3,3-trinitroazeticline), Fig. lc, first
appeared in the open literature in 1990 (3), but
was initially of little practical interest due to ex-
cessive synthesis cost, Efforts at Los Alamos ancl
the Aerojet corporation to fincl altcvvmte synthesis
routes (4) have been successful, and TNAZ is, at

the time of this paper, starting to be prodllcccl ill
quantity by Aerojet. TNT.4Z is very promising in

that it has a performance similar to HMX but is
melt castable. Thus it is a potential replacement
for octols, cyclotols, ar]d even HNIX-based P13XS
in many applications.

N-02

O*N
\N

C)TNAZ

H2&————6— NO*
I
NO*

FIGURE 1. h401ecular structures of LAX112, 2,4-DN1,
and ‘1’NAZ.

*This work jointly supported 1>sthe US DoD ancl DOE.
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EXPERIMENT
sample Preparation

The LAX I 12 and 2,4-DIN’]matmials ,ver{:both
plastic-bonded formulations. The samples were
ram-pressed to cylindrical shape, sawn on a diag-
onal to form two wcdgm pm cylinder, and finish-
machined akmg the sawn faces.

The LAX I 12 samples were fomdation X-
0535, Compmcc? of 9’5wt.% LAXI12 ad 5 JT”t.%
OXY 461 (1). The molding powder was ]xwssed
at 42,000 psi ad 11.0 C to adkw abm]t, 97.8L~c of

the 1.829 g/cc fomlldatim theorc!ticalmaxiwlnl

density (Th4D). X-0535 was foIuId to have excd-
knt mechanical properties-it was dimensionally
stable, and pressed and wmchinwl wd.

The 2,4-DNI samples were formulation X-0552,

composed of 95 wt. Yo 2,4-DN1 and 5 Wt. (yoEstaneo
The molding powder was prcssd at 42,000 psi. and

90 C toachieve d>out 98.4% of tl~c 1.720 g/cc f’or-

rnulation TMD (2). X-0552 pressed aIld machilld
rather poorly, and the qudit.y of the d~tii is coLm-
spondingly lower than for the other two materials.

TNAZ has a critical tcmperat~we far above its
melting point so that it can be melt cast or llot-
pressed. The TINAZ wedges were neat-pressed at
42,000 psi and 9T C directly to the final wedge
shape. The chmsities achieved wmc between 99.1(%
and 99.470 of the 1.840 g/cc TN!D, which alle-
viates concern about density variations near the
corner opposite the pressing die (2). The sample
quality using this techniqlw was exce]lcnt.

Ilescription of the T’Vecige Test

There have been many variations cm the wedge
test over the years; we used the so-called %lini-

wedge” test of Scitz (.5), as shown in Fig. ‘2. The
sample is small (about 7 g) and so restricts the run
distance to about 1 cm. BLIt for new explosives ex-
isting only in small quantities, Illilterid minimiza-
tion is critical. The driver system I17asa 7.8-inch
diameter plane wave lens, a. 2-i~lch thick pad of
booster explosive, and llp to three 0.5-iuch thick
attenuator plates to tailor the pressure clclivered
to the sample.

The diameter of the circular weclge face was 1
inch and the wedge angle was 30 degrees. This an-
gle must be less Lhan tile ‘;critical” val~~eat which
release waves travel into the material, so that the

propagation of the shOck/det.onatim wave will be
wlafYected by that b mmdary. The critical angle
is rarely lillOW~ precisely, but 30 degrees is con-
sidered sufficiently conservative for all materials.
The elliptical face of’the wedge k glued to the last
attenuator plate, the circular face thus serving as
the observation surface. !I%is configuration gives
a slightly longer run distance (before the release
wave from the opposite free boundary affects the

measurement) than the reverse orientation.

FIGURE 2. Schematic drawing of the wedge test (draw-
ing by Ilerbert Harry).

‘1’he assembly in Fig. 2 is suspended upside
down with the observation surface of the wedge
parallel to the ground. Viewed from the side the
wedge then appears as in Fig. 3a [with the atten-
uator plate now at 30 degrees to the ground), and
viewed from below as in Fig. 3b. The image of the
internal slit aperture is centered upon the wedge
and, since the line of focus lies on the observa-
tion surface, there is no magnification variation or
depth of field problem. The wedge is illuminated
with an argon bomb, so that specularly reflected
light from the observation surface is directed into
the camera as in Fig. 3a. As the shock/detcmation
wave breaks out of the observation surface its re-
flectivity decreases and the light is attenuated as
in Fig. 3b. ThLIs the wavefont appears as a curve
of discontinuous exposure on the jfilm.
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a) Viewof wedgelooking

L.---A surf~c@
normal to observation

SUcik Camera ----z+-
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Shock/Dclonalion Wave

OplicalBlock

Y Imageof Slit

I?I(2TJRE 3. Optical configuration,

The other needed information is the free sur-
face velocity of the final attenuator plate. TWO
methods were used for redlmdancy. In the first,
two plexiglas blocks with 0.5 mm deep machined
notches on one side were glued, notch side down,
to the last attenuator plate, one on either side of
the wedge and in the field of view of the camera slit
(Fig. 3b). A thin layer of white paint was applied
to the notch side of the bloclis prior to gluing, so
that the surface was initially reflecting to the flash
light. Upon shock wave break out the at tcmmtor
reflectivity decreases. Later, the gap reflectivity
decreases when impactccl by the free surface. The
difference between these two times is time-of-flight
across the known gap width, from which the free
surface velocity follows immediately. The second
method involved two clusters of four piezoelcctric
pins spaced in increments of 0.5 mm from the pli~te
(Fig. 2). As the free surface strilies the pins a
voltage spike is proclucecl. An .x-t diagram is con-
structed from the known spacings ad measured
arrival times, and the velocity is found from the
slope of a fit to the points as x -+ O. With good
data the two methocls typically agree to within a
few percent.

ATQAIL-YSIS
Data was read directly from the film record

by optical comparator. By consideration of the
geometry one finds that the run to detonation x“
and the time to detonation t“ are related to the
respective film coordinates .X” m-d Y* by

where s~Oe is the thickness of the ‘wedge “toe’)
(it is never possible to achieve a knife edge), 6
is the wedge angle, nxug is the magnification,
and WrtSpd is the canv.wa writing speed. The
shock/dekmation velocity U~ld is related to the
angle of the film trace @ by

u,/~ = ()W’rtSpd
sin $ cot+.

mag
(2)

T%e input shock to the explosive is ideally a
step rise to constant pressure, the value of which
is inferred by impedance matching. The necessary
ingredients are 1) the Hugoniot of the final attenu-
ator plate, 2) the measured free-surface velocity of
the final attenuator plate, 3) the measured initial
shock velocity in the explosive, and 4) the initial
clensity of the explosive. From this one can de-
duce the initial particle velocity in the explosive
(hence the inert Hugoniot) and the initial pressure
in the explosive (hence the Pop-plot). We assume
that the isentrope for release wave reflected from
the free surface of the final attenuation plate is the
reflection of the incident shock Hugoniot (in p-u
space) about its particle velocity. !Mis is a good
approximation for metal attenuators and, by com-
parison to more sophisticated met;hods, appears to
be well within experimental error.

RESULTS

For a heterogeneous explosive one sees a con-
stant initial shock velocity followed by a smooth
acceleration to the detonation velocity. For a
homogeneous explosive one sees a much sharper
transition, followed by an overshoot in shock ve-
locity, followed by a relaxation to the detona-
tion velocity. LAX112 behaved like a classical
heterogeneous explosive, whereas TNAZ behaved
more like a homogeneous explosive. The 2,4-DNI



records were, due to the aforementioned formlda-
tion properties, somewhat erratic. But otherwise,
heterogenecms behavior woulfl he expected.

Run to cietonation vs. input prewmre for the
three explosives is shown in Fig. 4 along with four

common reference expk>sivw. The sensitivity of
LAX I 12 and 2,4-DPJI both fall hctwcm] that of
pressed TNT and ~13X9502, LAXI.12 lining the
less sensitive. T’he sensitivity of ‘ThTAZ falls be-

tween that of pressed l?IT17iNanc$ I?13.X9501.

r-–—––––– .—— —— --7

L. . . . d

1.5 2 3 5 7 10. 15. .20. 30.
P (GPU)

FIGURE ~. RLIIIdistunw tu dctonntion VS.in[>utplW-
sure (Pop-plot) points anf] Ii)icur fils for LAX I 1’2, 2,4- IIN[,

TNAZ, and selected otl)er cxplosiv(,..

The UP-U’Sinert liiugol~iots for the three ex-
plosives and PIIX9502 are shown in Fig. 5, The
curves arc similar to those of other explosives. l?or
TNAZ the lowest velocity point agrees well with
the gm gun of data of Sheffield et al. (6), indi-
cat ed by square symbols. The two lligll(~r-~’(:lt)c.ity
points deviate from the treu<l (l)whal}s s~qqy:st,-
ing some reaction or a plmse transition) al]d are

omitted from the fit,. l?or t,hc highest, input lwes-
sure TNAZ case the run distance was too snort to
measure an accurate initial sl]oc]i sped, yot the
transition point could still be deciphered from the
film. The Pop-plot point was therefore gcmerated

from the Hufgoniot based on tl)c othw ~)oints.
The numerical values of tllc di~ta ~)oints arc

given in Table 1. Thc! times to detow>tio~l transi-
tion are also inclicatcd.

[ /,/’ ~ Gas gun points of Shejleld et al. (6)
I

L-.2 ,’ 1
0 0.5 1 1.5 2

Up (mdmicrosec)

FIGURE 5. Inert Hugoniot points and linear tits for
LAX I 12, 2,4-DNI, TNAZ, and F’BX9502.

Table 1. Numerical values of the data points.

po Po up U* x* to

HE g/cm3 GPa km/s km/s mm ps

L14LXI12 1.7’93

1,794

1.794

1.793

2,4-DN1 1.692

1.692

1.692

TNAZ 1,825
1.826
1.f3~6

7.5 0.95 4.41 8.00 1.67
9.9 1.14 4,86 5.06 0,99

13.7 1.41 5.43 2.12 0,36
22.2 1.84 6,74 0.74 0,12
5.8 0.87 3,93 8.64 2.09
9.6 1,16 4.90 3.63 0.74
11.7 1,31 5.27 1.50 0.30
2.9 0.46 3.47 8.23 2.34
4.2 0,55 4,17 3.88 1,09
5.5 0.69 4.36 2.80 0,66

~a828 7.8 0.85 — 1.21 0.41
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Shock measurements on bromoform (CHI%)  over the past 33 years at Los Alamos have led to
speculation that this material undergoes a shock-induced reaction. Ramsay observed that it became
opaque after a 1 ts 2 ps induction time when shocked to pressures above 6 GPa  (I). McQueen and
Isaak observed that it is a strong light emitter above 25 &iPa (2). Hugoniot data start to deviate from
the anticipated liquid Idugoniot at pressures above 10 GPa. We have used elea;tromagnetic  particle
velocity gauging to measure wave profiles in shocked liquid bromoform. At pressures below 9 GPa,
there is no mechanical evidence of reaction. At a pressure slightly above 10 GPa,  the observed wave
profiles are similar to those observed in initiating liquid explosives such as nitromethane. Their
characteristics are completely different from the two-wave structures observed in shocked liquids
where the products are more dense than the reactants. As with explosives, a reaction producing
products which are less dense than the reactants is indicated. BKW calculations also indicate that a
detonation type reaction may be possible.

Shock experiments on bromoform (CHBr$ were
done by Ramsay  (1) at Los Alamos in the early
1960’s. The objective of this work was to
understand why some liquid explosives become
opaque during shock-initiation. Nonexplosive
liquids were also studied and bromoform was found
to go opaque with an induction time of 1 to 2 /.LS
when shocked above 6 GPa’ (1). Ramsay made
IIugoniot  measurements from 3 to 24 GPa,  but Tom
these no definitive reason for the material becoming
opaque could be determined. He noted, however,
that when compared with water, the Hugoniot had
an odd shape in the shock-velocity vs. particle-
velocity plane.

Experiments by McQueen and Isaak in the early
1980’s showed that when bromoform is shocked to
pressures above 25 GPa,  the shock front emits
radiation whose intensity varies with the shock
pressure (2). In fact, light emission from shocked
bromoform is used at Los Alamos as both a shock
time-of-arrival detector and as an indicator of wave
profile changes occurring in materials which are in
contact with the bromofonn.  McQueen and Isaak’s

study did not lead to new information regarding a
shock-induced reaction.

For some time we have been using the
“universal” liquid Hugoniot developed by
Woolfolk, Cowperthwaite, and Shaw (3) to
estimate the Hugoniot for many liquids. Deviation
from this Hugoniot often indicates the condition at
which a shock-induced reaction might occur (4).
When the Hugoniot data from Ramsay (1) and
McQueen and Isaak (2) were plotted with the
“universal” liquid Hugoniot for bromoform,
deviations indicated that a reaction might be
occurring at pressures as low as 10 GPa.  Based on
this, we have done further experiments to try to
determine the shock pressure threshold and nature of
the reaction.

Because bromoform has a relatively high density,
2.89 g/cm3, pressures over 10 GPa could be
obtained in single-shock experiments using our
single-stage gas gun. Eight electromagnetic particle
velocity gauging experiments of two different types
have been completed in the pressure range of 3 to

’ Work performed under the auspices of the U.S. Dept. of Energy
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10 Gpa. Parameters for these gas gun experiments
are summarized in Table 1.

In the first type of experiments, called “Stirrup”
experiments, magnetic “stirrup shaped” gauges at
the front and back of the bromoform were used to
measure the input and transmitted shock wave
profiles. Stirrup experiments used a liquid cell
3mm thick, 28.6 mm in inside diameter and
68.6mm in outside diameter made from Kel-F
plastic. A 3-mm-thick Kel-F fkont, and a 12-mm-
thick Kel-F back plate completed the cell. The
front, center ring, and back of the cell were epoxied
and screwed together with nylon screws. Copper
stirrup gauge elements, 5-pm thick on a 50-~m-
thick Kapton substrate, were epoxied to the front and
back cell pieces. The active gauge length was
9 mm, and the Kapton backing was in contact with
the liquid. Five stirrup experiments were done.

The second type of experiment, called ‘(MMG”,
for Multiple Magnetic Gauge experiment, consisted
of a thin gauge package (with up to 10 particle
velocity gauges in it) suspended at an angle in the
liquid bromoform. This enabled the wave profile to
be monitored at various depths in the liquid.

The MMG experiment is shown in an exploded
view of Fig. 1. It consists of a two-piece PMMA
body with an MMG package epoxied between the
two pieces. The gauge package is on a plane at a 30
degree angle with the ‘copof the cell. A Kel-F fi”ont
completes a cell which is 40.6 mm inside diam. by
9 mm thick. The inside of the cell was lined with
either Teflon or epoxy to keep the bromoform from
dissolving or reacting with the PMMA. On some
experiments a stirrup gauge was epoxied to the cell
top as shown in Fig. 1. IvlMG cells were also
epoxied and screwed together with nylon screws.
Three of these experiments were completed.

Cells were filled just before the impact

E!=PMMA Side

Mrv’iG4& Fill
@ Hole

& Screw

FIGURE 1. Explodedview of the MMGexperimentshowing
the magneticgaugeand constructiondetails.

experiment using Aldrich Chemical Co. bromoform
(Aldrich #24, 103-2). This bromoform is 99+ ‘?ko

pure, the major impurity being a small amount of
ethanol stabilizer added by Aldrich.

Projectiles were made of Lexan and faced with
impactors of either Vistal (pressed polycrystalline
sapphire) or single crystal z-cut sapphire.

TABLE 1. Gas Gun Shotand UnreactedHugoniotDatafor LiquidBromoform.

Type Impact Particle Shock Shock Relative
Shot of Impactor Velocity Velocity Velocity Pressure Volume
No. Experiment Material (mm/ps) (mrn/ps) (mrn/~s) ( GPa) (VNJ

741 Stirrup Vistal 0.603 0.534 2.05 3.17 0.740
742 Stirrup Vistal 0.798 0.680 2.45? 4.83 0.723
743 Stirrup Vista] 1.000 0.840 2.58 6.26 0.674
744 Stirrup Sapphire (;:~;~ 1.07 2.95 9.10 0.638
745 Stirrup Sapphire 1.141 3.07$ lo.1~ 0.629:~
1033 MIvlG Sapphire 0.964 0.83 2.542 6.09 0.674
1034 MMG Sapphire 1.267 1.06 3.035 9.30 0.651
1035 MMG Sapphire 1.391 1.16 3.147 10.6 0.631

T Backgaugedata not good. * Projectilevelocityestimated. :[ Evidenceof reactionso data suspect.
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RES’ULTS AND DISCUSSION

With these techniques, it was possible to
measure the shock velocity in the bromofom quite
accurately. IrI the stirrup experiments, the cell was
rigid. and the distance between gauges accurately
Imowri. Shock velocity was the distance between
gauges divided by the wave transit time. In the
MMG experiments, there were several gauges at
fixed depths. The slope of a line fitted to the gauge

depth vs. the wave arrival time gave a good shock
velocity measurement. These quantities were
determined for each of the experiments, even those
suspected of having reaction, and are presented in
‘I’able 1. They are ako plotted in Fig. 2 along with
the data of Refs. 1 and 2 and the universal liquid
Hugoniot for bromoform. With both the shock and
particle velocity known, the mechanical state of the
bromoform could be completely determined.
Relevant quantities are also presented in Table 1.

Figure 2 clearly shows that Ramsay’s lower
pressure data are different tlom ours. Since his data
were obtained from explosively driven experiments,
at relatively low pressures, the inputs may not be
accurately known. Our gun data should be more
accurate because the pressure input is constant and
easily controlled with the projectile velocity. That
our data fall on or near the expected liquid Hugoniot
is another indication of their accuracy.

Starting at pressures between 10-15 GPa the data
of Refs. 1 and 2 lie below the expected liquid

0 0.5 1 1.5 2 2:5 i 3;5

Particle Velocity - mrnlps

FIGURE 2. Hugoniotdata for liquidbromoform. The line is
the universal liquid Hugoniot using an initial condition sound
speed of 0,931 mm/~s (5), Triangles are data from Ref 1, and
squares are data from Ref. 2. Data from our “stirrup”
experiments are shown as circles and “MMG” data are shown
as crosses.

brornoform Hugcmiot. This is evidence that a
reaction K occurring. Since the data are below the
line, the products of the reaction are expected to be
more dense than the reactants. This is similar to
what has been observed in carbon disulfide
(cS,) (6), acrylonitrile (7), and other organic
liquids. It is unknown whether or not this reaction
causes the shocked bromoform to emit as indicated
by IvlcQueen and Isaak (2).

Ramsay states that bromoform becomes opaque at
pressures above 6 GPa with an induction time of 1
to 2 ps (1). Neither the Hugoniot measurements nor
the particle velocity waveforms measured in our
study show any mechanical evidence of a reaction in
the 6 to 9 GPa range. Particle velocity waveforms
from a 9.3 GPa input MMG experiment are shown
in Fig. 3a. There is no evidence in the waveforms
of a chemical reaction. However, the bromoform has
been held at pressure for scarcely one microsecond
before the pressure is reduced by a rarefaction from
the back of the impactor. It is possible that the
reaction is too slow to be seen in this experiment. If
a reaction does occur within one microsecond it does
not result in a large enough voh~me change to be
measurable with our particle velocity gauges. We
do observe subtle waveform differences in this
pressure regime but they are so small it would be
unwise to interpret them as an indication of a
reaction.

In contrast to the 9.3 GPa experiment of Fig. 3a
very intcresting waveforms were obtained at
10.6 G??a as can be seen in Fig. 3b. The four
waveforms obtained fi-om the MMG gauges in
Fig. 3b are much like those obtained in
homogeneous NM shock initiation experiments (8).
In those experiments a reaction starts behind the
shock front producing a spread out wave that then
begins to move toward the shock front. As the
reactive wave moves it steepens into a shock which
grows in amplitude and eventually overtakes the
initial shock. After overtake it has the character of a
detonation wave. Analysis of the four waveforms
shown in Fig. 3b indicates that bromoform is
initiating in the same manner as the NM. In
addition to this experiment, Shot 745 at 10.1 GPa
had comparable behavior. Because there were only
two gauges, one at the front and the other at the back
of the bromoform, we did not understand what the
waveforms meant until we saw the records obtained
in Shot 1035.

Because bromoform has not been mentioned as an
explosive material, these results were quite
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FIGIJRE 3. Magnetic particle velocity gauge waveforms
from MMG experiments 1034 (a) and 1035 (b), Shot 1034 was
at 9.3 GPa and showed no unusual behavior. Shot 1035 was at
10.6 GPa and has totally different waveforms, The two sets of
waveforms are not time correlated because the gauges were at
different depths.

surprising. A fhrther evidence of bromoform’s
explosive behavior was that the aluminum shroud
surrounding the target was expanded and cracked.
This shroud protects the gun’s target chamber horn
shrapnel originating tlom reacting explosive targets.
It is never damaged during experiments on inert
materials.

After this experiment was completed, we obtained
BKW calculations on bromoform (9). These indicate
that the expected reaction products are the gases
HBr, BrZ,and Cl%-,,and carbon as a solid, Further,

a detonation could occur with a C-J pressure d
3.2 GPa. This C-J pressure does not agree with our
measurements, but it does indicate that a regime in
which the products are less dense than the reactants
exists and explosive initiation like waveforms are
expected, It is unknown at this time whether or not
bromoform would detonate in a cylinder of finite
diameter. Ours are 1-D measurements and do not
really indicate what may happen in 2-D geometry.

Above 1.5GPa, the Hugoniot clata in Refs. 1 md
2 fall below the expected liquid Hugoniot,
indicating the products are more dense than the
reactant. Thus, either the reaction mechanism
changes at this pressure or else some of the product
gases me compressed to the point they become
condensed. This remains to be determined, perhaps
in h4MG experiments at higher pressures cm our
two-stage gas gun.

In summary, some very interesting reactions
occur in shocked bromoform. It apparently becomes
opaque beginning at about 6 G;Pa but either in a
slow reaction or with a small volume change. At
10 GPa a detonation like reaction (products less
dense than the reactant) is observed. This changes
in nature somewhere above an input of 15 GPa to be
a reaction in which the products me more dense than
the reactants. Clearly, there is room for more
research to determine the exact nature of these
reactions.
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CBCK  INITIA

0 L. Gustavsen, S. A. Sheffield, and R.

Los Alumos Nulionui Luborutory, Los Alumos, NM 87545

Shock initiation measurements have been made on granular HMX (octotetramethylene
tetranitramine) for two particle size distributions and two densities. Samples were pressed to either
65% or 73% of crystal  density from fine (= 10 pm grain size) and coarse (broad distribution of grain
sizes peaking at = 150 pm) powders. Planar shocks of0.2  - 1 GPa were generated by impacting gas
gun driven projectiles on plastic targets containing the HMX. Wave profiles were measured at the
input and output of the = 3.9 mm thick HMX layer using electromagnetic particle velocity gauges.
The initiation behavior for the two particle size distributions was very different. The coarse HMX
began initiating at input pressures as low as 0.5 GPa. Transmitted wave profiles showed relatively
slow reaction with most of the buildup occurring at the shock front. In contrast, the fine particle
HMX did not begin to initiate at pressures below 0.9 GPa.  When the tine powder did react,
however, it did so much faster than the coarse HMX. These observations are consistent with
commonly held ideas about burn rates being correlated to surface area, and initiation thresholds being
correlated with the size and temperature of the hot spots created by shock passage. For each grain
size, the higher density pressings were less sensitive than the lower density pressings.

~NTRQ~~~TIQN EXPERIMENTAL DETAILS

The present work is a continuation of our efforts Description of NMX Powders
to develop an understanding of the low pressure
shock compaction and initiation of highly porous
HMX (l-3). References contained in our previous
work (1,2) and others (4-7) indicate that the
initiation sensitivity for porous explosives is a
complex function of density (porosity), particle size,
pulse duration, and input pressure. In an effort to
determine how these parameters affect the initiation
of HMX, we prepared samples with densities of 65%
and 73% of TMD, grain sizes varying by more than
an order of magnitude (from = 10 pm to = 150 pm)
and used input pressures varying from 0.2 - 1 GPa.
Sustained pulses were used and the response of the
explosive was recorded using particle velocity
gauges.

Two different lots of HMX powder with two
different particle size distributions were used in this
series of experiments. One powder was composed of
“coarse” particles which had the appearance both to
the naked eye and under a microscope of granulated
sugar. This HMX was made by Holston
(Lot HOL-920-32) and had a bulk or pour density of
= 1.16 g/cm3 (8). The material was screened to
eliminate agglomerates and a few of the largest
particles. Sieve analysis of the powder done by
Dick (8) is given in Table 1 and shows a broad
particle size distribution with a peak near 150 p,m.
All the crystals have sharp corners and edges.

TABLE 1. Particle Size Distribution for “Coarse” HMX, Holston Lot 920-832.

Sieve Opening pm 500 350 250 177
Weight % Retained on Sieve 1.3 4.0 15.6 18.2

125 88 62 44 Subsieve
27.8 11.8 12.1 4.9 4.3

’ Work performed under the auspices of the U.S. Dept. of Energy.
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The second powder, whose size distribution is
shown in Table 2, was composed of “tine” particles
and had the appearance of powdered sugar. This
HMX was also manufactured by Holston
(Lot HOL-83F-300-023) and also had a bulk or pour
density of= 1.16 g/cm3. The particle size at the
peak of the distribution is about 10 pm. Particle
sizes were determined by Microtrac analysis. The
mean particle size of the coarse and fine HMX is
different by a factor of more than 10. Photographs
show that this powder also contains an occasional
large particle with a diameter of= 50 Lm. The
rounded appearance of the particles indicates that this
material was probably prepared by milling.

Gas Gun Experimental Setup

The experimental setup for the initiation
experiments is shown in Figure 1. Experiments
used gas gun driven projectiles to obtain sustained-
shock input conditions. HMX powder was confined
in sample cells which had a polychlorotrifluoro-
ethylene (Kel-F) front fke and a poly 4-methyl-1-
pentene (TPX) or polymethylmethacrylate (PMMA)
cylindrical plug back. The fi-ont face was attached
with screws to a Kel-F confining cylinder with an
outside diameter of 68.6 mm and an inside diameter
of 40.6 mm. The pressed HMX (between the Kel-F
and TPX) was = 3.9 mm thick. The back plug was
pressed into the Kel-F confining cylinder and held in
place with an interference fit. Projectiles faced with
Kel-F impacted on the Kel-F target face.

Magnetic particle velocity gauges were located on
the front and back surfaces of the HMX. These were
constructed of a 5 ~m thick aluminum “stirrup”
shaped gauge on a 12 pm thick FEP Teflon sheet.
The active region of the gauge was 10 mm long.
Particle-velocity histories were measured at both the
fi-ontand back of the HMX sample. The gauge at the
interface of the Kel-F front disk and HMX gives the
input or loading profile. The gauge at the interface of
the back plug and HMX gives the transmitted wave
profile. The transmitted wave profile is not
equivalent to what would be observed if the gauge
was suspended in the HMX powder because of the
impedance mismatch between the HMX and the
plastic back plug. However, it is representative crf
the transmitted wave profile and gives a reasonable

Kel-F hpactor Kel-F ~ody & Frfmt
\

HMX Cormpact~ IW&etic
(40 mm Dia. by 4 mm TM,) Velocjty Gauges

FIGURE 1. Cross section view of the projectile and target,

estimate of the rise time. Wave profiles were
recorded on fast digitizing oscilloscopes.

RESULT’S

A total of sixteen experiments were performed;
four each for each of the two particle size
distributions and for each of the two nominal
densities. The nominal densities used were
1.24 g/cm~ or 65% TMD (35 ?40 porous) and
1.40 g/cm3 or 73% TMD (27 YO porous).

Figure 2 shows wave profiles for four
experiments. The projectile velocities on these
experiments were very close to the same at
= 0.6 mm/~s, resulting in an input to the HMX d?
= 0.72 GPa. Complete results for the entire series cs!
experiments will be presented elsewhere. With this
input, the coarse HMX (Fig. 2a and 2c) begins to
react as soon as the wave passes’ the ffont gauge and
enters the powder. The fi-ont particle velocity
decreases because the reacting HIWX is decelerating
the cell tlont where the gauge i!} located. Stress
measurements show the stress at this interface
increasing (1,2). The transmitted wave is growing
and steepening up considerably. By the time the
wave reaches the back of the HMX, the particle
velocity has doubled. There appears to be a little

TABLE 2. Particle Size Distribution for “Fine” HMX, Holston Lot 83F-200-023

Particle Diameter ~m >45 25.1 17.7 12.5 8.9 6.3 4,4 3.1 2,2 1.3 0,8 0.6

Wei ht O/. of Particles 6 8.3~ 15.8 12.5 11.3 9.5 5.8 5.0 3.0 1.5
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FIGURE 2. input and transmitted particle velocities in porous HMX compacts. All the samples were about 3.9 nun thick. (a) 1.24 g/cm3
(65% TMD), “coarse” particle powder, This experiment had a TPX back disk. (b) 1.24 g/cm’ (65% TMD), “fine” particle powder. This
and items c and d shown in this panel had a PMMA back disk. (c) 1.40 g/cm3(740/.TMD), “coarse” particle powder, (d) 1,40 g/cm3 (74°/0
TMD), “fine” particle powder.

more reaction in the 1.24 g/cm3 (Fig. 2a) than the
1.40 g/cm3 (Fig. 2c) coarse material.

h-rthis regime of 0.5-1 GPa, the reactivity of the
fine particle HMX differs greatly fi-om that of the
coarse particle HMX. In these = 0.72 GPa input
experiments in particular, there is no reaction
evident in the front gauge profile at either density fm
the fme HMX. (See Figs. 2b and 2d.) The
transmitted wave profile in the 1.40 g/cm3 fine
powder (Fig. 2d) also shows no reaction.

The transmitted wave profile in the 1.24 g/cm3
fme particle powder (Fig. 2b), however, shows a
great deal of reaction. After the wave reflects off the
back PMMA disk, the initial = 0.72 GPa pressure in
the HMX is approximately doubled. There is no

reaction for several tens of nanoseconds. Then
reaction begins and proceeds very rapidly, We have
estimated this reaction to be more than 10 times
more rapid than that shown by the input gauge in
the coarse HMX.

DISCUSSION

From the four experiments shown in Figure 2 and
others like it but at different inputs, we have drawn
the following conclusions. Reaction (reactivity)
depends slightly on density for both the fme and
coarse particle HMX. In general the higher density
HMX seems to be less sensitive. This is what
might be expected tiom looking at the energy
deposited during compaction. Less energy is
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deposited in the higher density material for a given
input pressure.

Reactivity depends a great deal on the initial
particle size, For the coarse particle material,
reaction occurs immediately when inputs are above
0.7 GPa. We have observed reaction begin at the
ffont gauge with inputs as low as 0.5 GPa (after an
induction time of several hundred ns). The fine
particle HMX, by contrast, does not show any
reaction at inputs less than = 0.72 GPa at either the
flont gauges or in the higher pressure transmitted
and reflected waves, With = 0.72 GPa inputs and
above, there is evidence of reaction, but only after
the wave has reflected off the back PMMA disk and
the pressure is approximately doubled, This
reaction, which occurred only in the lower density
powder, had a short induction time and was
extremely rapid.

In addition to these features, the wave profile
characteristics of initiating coarse and fme particle
explosives are different. Jerry Dick’s Manganin
gauge measurements on coarse HMX (65 ‘YoTMD)
for inputs of 0.81 GPa and thicknesses of 2, 3, and
4 mm, clearly show the wave growing in the front as
the wave traverses the HMX compact (9). This is
seen also in our more than doubled particle velocity
at the back gauge (Figs. 2a and 2c). By contrast,
run distance to detonation measurements in very tine
particle HNS powders (nominal particle size
1-2 pm) showed strong velocity overshoots at the
onset of detonation (4). These results suggested that
a reactive wave developed well behind the shock
fi-ont and caught up during the transition to
detonation, This is similar to the mechanism by
which a homogeneous explosive builds up to
detonation (10). Thus, coarse particle explosives
have a growing reactive wave at the shock front
while fine particle explosives likely have a growing
reactive wave behind and eventually overtaking the
shock fi-ont.

These observations are generally explained in the
following way. Most hot spot reaction theories
indicate that the size of a hot spot is very nearly the
size of a particle or of a void. Large particles thus
lead to large hot spots. The initial temperature of
the hot spot is scaled by the shock pressure. Large
hot spots would cool slowly enough that they could
begin reacting, even if the hot spot temperature was
fairly low. The following reaction is relatively slow
because the large particles don’t have much surface
area. By contrast, the small particles lead to small
hot spots. These small hot spots cool more rapidly.

Thus it takes higher pressures and higher hot spot
temperatures to get the fme grained explosive to
ignite before the hot spot cools. Once ignited,
however, the reaction is relatively fast because the
small particles have a large amount of surface area.
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Particle velocity measurements have been made on samples of TNAZ (1,3,3-trinitroazetidine)
explosive pressed to 98 - 99% of theoretical maximum density. Measurements were made with
magnetic particle velocity gauges and a VISAR interferometer. Stirrup shaped magnetic particle
velocity gauges were mounted on the front and back of the TNAZ pressing. The back gauge was
located at the interface of the TNAZ and a PMMA window and was also used as the diili.ue reflector
for the VISAR measurement. This allowed the simultaneous measurement of particle velocity by
both a magnetic gauge and a VISAR. Well defiied inputs to the TNAZ, ranging fkom 0.6 to
2.4 GPa, were produced by gas gun projectile impact. Unreacted Hugoniot data were obtained fi-om
the front gauge measurement and shock transit times through the TNAZ. A linear shock velocity vs.
particle velocity fit of U, = 2.?8 + 2.33uP mm/ps was obtained for the unreacted EIugoniot and should
be accurate to at least 3.0 GPa. An elastic-plastic transmitted wave, similar to that which has been
seen in other explosive materials, was observed in the 0.6 GPa input experiment. Considerable
amounts of reaction were observed in experiments with inputs of 1.6 and 2.4 GPa.

INTRODUCTION

TNAZ (1,3,3-trinitroazetidine, see Fig. 1) is a
relatively new explosive that has an output similar
to that of HMX (octahydro- l,3,5,7-tetranitro-
1,3,5,7-tetrazocine) based plastic bonded explosives,
such as PBX9404, but has a relatively low malting
,point near 100 ‘C, Experiments have been done on
TNAZ at both Los Alamos and LLNL to
characterize the initiation behavior and the Unreactsd
Flugoniot. Wedge experiments were completed by
Hill et al. (1) of Los Alarrms and Manganin pressure
gauge measurements were made at LLNL (2), These
studies indicate that TNAZ is slightly more
sensitive to sustained shock initiation than

02N
\N

— CH2

I I
I-r7,c

— c,- N02
N02

FIGnE 1. ChemicalShUCtUre OfTN#& cdi4N406.

PBX 9404,
Because there was considerable variation in

unreacted Hugoniot data measured in Refs. (1)
the
and

(2), we mada rnea.surementsto characterize th; shock
and initiation properties of this material up to 2,4
GPa. Particle velocity waveforms were recorded as
a function of time at both the input and output &es
of the TNAZ, This allowed us to obtain initiation
profiles on the higher pressure shots at the same
time we were measuring Hugoniot points,

EXPERIMENTAL DETAILS

TNAZ samples used in these experiments had
densities of 1,81 -1.82 g/cm3, or 98 - 99?40of the
1,84 g/cm3 theoretical maximum density (TMD).
Density measurements were made on each sample.

Impact experiments were performed using a gas
gun to provide well controlled inputs to the TNAZ,
A cross-section view of the experimental setup is
shown in Fig. 2. A Lexan projectile, fhced with a
single-crystal z-cut sapphire impactor, strikes a
target comprised of the TNAZ sample (25.4 mm
diam. by 7.8 mm thick), a Kel-F confinement ring,
and a PMMA back window. Stirrup shaped

+ Work performed under the auspices of the U.S. Dept. of Energy.
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FIGURE 3. Unreacted TNAZ Hugoniot plot. Data from this
study are the triangles, HI1let al’s. wedge test data (1) are the
squares, and data from the LLNL Manganin gauge experiments
(2) are the circles, The cross is the point for the elastic wave,

are the earlier data from Los Alamos (1) and
LLNL (2). Our data m-ein good agreement with the
lowest pressure Los Alamos wedge test data point
and with two of the points born LLNL. If we
discard the low pressure LLNL point (because of its
poor resolution and large error bars) as well as the
high pressure LLNL point and the two highest
pressure Los Alamos points, the fit is
U, = 2.38 + 2.33uP. This should be considered a
good unreacted FIugoniot for TNAZ of density
1,81- 1.82 g/cm3 for inputs below 3.0 GPa. We
cannot at present explain the differencesbetween our
tit and the higher pressure data, although it appears
to be systematic. It mav be due to a transition to a
lower ~ensity phase, su~h as a liquid.

Particle velocity waveforms for two of the
experiments are shown in Fig. 4a and 4b, and cover
the regime from very little reaction to a great deal of
reaction. Front and back particle velocity waveforms
for Shot 1027, which had an input of 1.14 GPa, are
shown in Fig. 4a. The fi-ont gauge shows no
evidence of reaction in this shot. (The rarefaction
which appears at= 2 ps comes fkom the back of the
10-mm-thick sapphire impactor.)

The back gauge waveforms obtained from the
VISAR (light line) and the magnetic gauge are
essentially identical up to = 4 ps, at which time the
magnetic gauge record gets increasingly lower than
the VISAR record. This indicates that the stirrup
gauge is experiencing 2-D strain. The drop in
particle velocity which occurs at a time of= 3.5 ps
is due to the rarefaction fi-omthe back of the sapphire
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FIGURE 4. Particle velocity waveforms obtained from
Shot 1027with a 1.14 GPa input are shown in (a), Those from
Shot 1030,with a 2.41 GPa input, are shown in (b). The dark
line is the magnetic gauge measurement and the light line is the
VISAR measurement,

impactor. The particle velocity measured by the
VISAR and the back magnetic gauge were very close
at early times in all four experiments. This
agreement gives us confidence in the accuracy cf
both measurements.

No reaction was observed in the fi-ont gauge
records for the shots with inputs of 0.6, 1.14, and
1.63 GPa. Shot 1030, with an input of 2.41 GPa
(shown in Fig. 4b) showed evidence of reaction at
the front gauge atler an induction time of about
0,6 ~S, This is shown by the particle velocity
decrease starting at = 0.6 ps and is clearly seen in
the inset in Fig. 4b. The particle velocity decreases
because the TNAZ is reacting, causing the pressure
to increase and the impact interface (gauge plane) to
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decelerate. If other shots were done at input
pressures above and slightly below 2.4 GPa, an
induction time vs. input pressure relationship could
be determined.

After reaction starts near the flont gauge plane, it
is not extinguished by the rarefaction ftom the back
of the sapphire impactor, Evidence for this comes
from the particle velocity/time slope being about the
same before and after arrival of the rarefaction. An
estimate of the pressure decrease due to the
rarefaction is = 0.6 GPa or 25% of the initial
pressure. With a reaction rate that is sensitive to
pressure one might expect the rate to change
dramatically due to this decrease in pressure.

As mentioned earlier, for this experiment there is
a shock ilont followed by a large reactive wave (with
a particle velocity of about 2,3 mm/ps) that is just
about to overtake the shock front at the time it
interacts with the back gauge/PMMA interface. The
shock fkont has grown from O,4to 0.9 mm/~s. That
this much of an increase has occurred may indicate
that the reactive wave has already started to overtake
the front. The large reactive wave is not a shock but
has a steep front with a risetime of 60-70 ns. We
estimate that the wave would evolve into a
detonation in 2 or 3 mm more of travel, i.e., the run
distance would be about 10 to 11 mm, This
estimate compares favorably with the wedge data
Pop-plot (1) which gives a run distance of 12.4 mm
for a 2,41 CWainput.

From this single experiment it is not pcrssible to
determine if the initiation is more homogeneous
than heterogeneous in character. Because the
reactive wave is very large behind the shock front,
and the shock front amplitude has increased very
little, we think the initiation is behaving more
homogeneously than heterogeneously. Multiple
embedded gauge experiments would be needed to
verify this.

Shot 1029 with an input of 1,63 GPa showed no
reaction at the front gauge or in the shock front as it
moved through the sample. Reaction did begin atler
the shock interacted with the PMMA window. This
is puzzling because the PMMA has a lower
impedance than the TNAZ and interaction of the
wave with this interface reduces the pressure. An
estimate of the reaction rate at the back gauge is
= 0.4ps”’,

An interesting material response was observed in
Shot 1028, the lowest input experiment at 0.6 GPa.
Figure 5 shows the transmitted wave profile. The
wave is composed of a shock with a sharp jump up
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FIGURE 5. Transmitted wave profile for Shot 1028 showing
elastic-plastic behavior. The dark line is the magnetic gauge
measurement and the 1ight line is the WSAR measurement,

to 0.04 mm/~s followed by a disperse wave spread
out over = 0.5 ps. We think this is elastic-plastic
behavior, similar to that which has been seen in
other explosives by Lemar et al. (4), Dick et al. (5),
and Wasley and Walker (6). Using the initial jump,
the elastic wave in TNAZ has an amplitude of about
0.29 GPa. This can be compared to the estimate of
0.14 GPa for Comp B-3 (4), The elastic wave
would be overdriven by a wave with a particle
velocity greater than 0.2 mrdps.
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DYNAMIC DEFORMATION AND FRACTURE
RESPONSE OF A 6061-T6 Al -50 VO1. % A1203
CONTINUOUS REINFORCED COMPOSITE

G.T. Gray 111, R.S. Hixson, and JJ’4.Johnson

Los Alamos National Laboratory, Los Alamos, NM, 87545, USA

In this paper results are reported on the influence of strain rate and shock loading on the deformation
and fracture response of a 606 I-T6 Al -50 vol.% A1203 continuous fiber-reinforced composite as a
function of composite orientation. The stress-strain response was found to vary substantially as a
function of loading orientation; the quasi-static yield changing from nominally 300 MPa transverse to
the fibers to -1000 MPa parallel to the fibers. Increasing the strain rate to 2000 s-1 was observed to
only slightly increase the yield strength of either orientation. Transverse VISAR wave profile and span
measurements revealed a small, well defined elastic precursor followed by a reasonably sharp shock
rise. The failure response of the composite transverse to the fibers, under both uniaxial stress (quasi-
static and dynamic) and uniaxial strain loading, display a protracted but substantial load drop after yield
followed by continued degradation in load carrying capacity. Lack of ideal parallel fiber construction
leads to systematic bending failure of the alumina fibers through the sample under uniaxial stress and
slow sprdlation kinetics as various fibers fail and pull out of the matrix across the span plane.

INTRODUCTION

Over the last decade there has been increased
industrial interest, from both the civilian and
defense sectors, in metal-matrix composites

,.(MMC’S), in particular Al-matrix based
composites. Although their ‘mechanical response
has been extensively studied over a wide range of
strain rates( 1-3) the majority of previous studies
have frkused on particle-reinforced composites(4-
6). The focus of this study is on an aluminum-
alloy composite reinforced with ceramic fibers of
alumina. This fiber metal-matrix composite
represent a material which: 1) contains two
distinctly different constituents in terms of
structural, physical, and mechanical properties, 2)
exhibits strongly directional elastic and plastic
anisotropy, and 3) achieves some of its properties
due to interracial effects that influence plastic flow
and fracture behavior. These three attributes
strongly affect the structurelproperty relationships
of composites subjected to shock loading(3-6).
Differences in shock velocity are known to
influence the dispersive effects of the composite

and thereby significantly change the loading and
release wave profiles in particulate composites
(4). In this paper initial findings on the dynamic
and shock response of a fiber-reinforced metal-
matrix composite are presented.

EXPERIMENTAL

The material used for thki investigation was a
6061A1-50 vol. %ZOA1203 fiber matrix composite
produced by 3M Corporation as shown in Figure
1. A unidirectional fiber preform containing
NextelTM 610 A1203 fibers is pressure infiltrated
to produce a porosity-free metal-matrix
composite(MMC). The measured ultrasonic wave
speeds normal to the fiber direction are 7.865
mm/ps for the longitudinal-wave velocity and
4,406 mndps for the shear-wave velocity with
polarization along the fiber direction, Using the
method of cells to represent this composite
material, Aboudi(7) obtains analytical expressions
for the elastic constants of uniaxial-fiber
composites; the calculated longitudinal- and
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shear-wave speeds obtained from Aboudi’s results
are 7.79 mm/gs and 4.02 mm/@s, respectively.
The calculated longitudinal wave speed is in very
good agreement with measurement, but the
calculated shear-wave speed is considerably
lower. The elastic constants used in these
calculations are 77.37 GPa (0.345) and 252.1 GPa
(0.236) for the bulk moduli (Poisson’s ratio) of
aluminum and alumina, respectively.

FIGURE L Optical metallography of 3M 6061A1-50
V01,70A12C)3Fiber-Reinforced Composite

The conventional mechanical response of the
MMC was measured in compression using solid-
cylindrical samples 8.0 mm in dia. by 12.0 mm
long. Quasi-static compression tests were
conducted on a screw-driven load frame at strain
rates of 0.001 and O.ls- 1. Dynamic tests, strain
rates of 1000-8000 s-1, were conducted as a
function of strain rate and temperature utilizing a
Split-Hopkinson Pressure Bar.

Shock- wave experiments were performed
with a 72-mm-diameter gas gun. Projectile
velocity is measured immediately before impact
by means of shorting pins. Impactors used for the
A1-MMC were Z-cut quartz glued to backing
pieces. Foam backing was used for the profile
(window) experiment. Z-cut quartz was chosen
because it responds elastically in the pressure
range of these experiments. The wave and span
profiles for the 3M-fiber-reinforced composite are
compared to a 20 VOI.YOalumina-6061Al
particulate reinforced composite(4). Impactor
thicknesses were chosen depending upon
experimental requirements (as given in Table I for

both the 3M fiber and particle composite), and
experimental configurations were calculated using
the MACRAME computer code. Edge effects
calculations were also done for each experiment to
ensure that one dimensional flow was realized for
the entire time of interest.

TABLE I: Summary of impact parameters for 3M-
fiber and particle rdnforced MMC’S

Exp. Density Target Driver Velocity
ype g/cm3 mm mm tis
Fiber 3.3418 5.160 1.511 497
span
Fiber 3.3418 5.196 1.5:27 500
pro~le
Particle 2.840 3.744 2.554 506
span
Particle 2.840 3.897 1.520 509
nmfik

Shock wave profiles were measured using
time-resolved velocity interferometry, with a
push/puli VISAR (7). This diagnostic system is
capable of nanosecond level resolution, and yields
particle velocity histories with less than 1%
uncertainty. The wave profile was taken at a free
surface for span experiments, and at a
target/window interface for other experiments.
LiF windows were used for the Al based
composites because of the close shock impedance
match. On all the 3M fiber MMC experiments a
thin (13 pm) aluminum shim was used on the
target because of the poor reflectivity of the
MMC. Shims were not used for the particle MMC
tests. For these experiments, tilts are typically
1.0-1.5 mrad, and impact velocities were very
close to 0.5 mm/ws which corresponds to a target
pressure of-5.0 GPa.

RESULTS AND DISCUSSION

The stress-strain response of the 3M-fiber
composite is seen to vary with tiber orientation,
strain rate, and temperature as seen in Figure 2.
The composite yieId strength parallel to the fibers
is -4x that exhibited orthogonal to the fibers
quasi-statically at 298K. This finding is consistent
with the high strength of alumina carrying the
bulk of the stress when loading is parallel to the
fibers. The lack of rate sensitivity at 298K
parallel to the fibers follows the documented weak
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rate dependency of alumina. The samples
tested in this orientation failed via buckling or
“brooming” of the alumina fibers.

The strain mte and temperature dependency of
the composite when “loaded orthogonal to the
fibers reflects the rate and temperature behavior of
the high-density dislocation substructure in the Al-
matrix formed during fabrication(l-3).

1 1 1 1 ,

6061 AI-50 VO1.~0 A1203

G 500
b r -298K, 3000s-1__ e-- ___

4

‘- 298K, 0.001 S-]7-=..-a+:+: -

[z_-——------ -/ --’=

o ~~
0.02 0.04 0.06 0.08 0.1 0.12

Rue Strain

FIGURE 2. Stress-Strain Response of 6061A1-A1203
MMC in the in-plane and thru-thickness directions as a
function of rate and temperature.

Preliminary wave profile data obtained for the
continuous fiber reinforced A1/A1203 composite,
measured across the fibers, is shown in Figure 3
along with data obtained under similar loading
conditions for particle reinforced A1/A1203 (4).
In both cases Zcut quartz impactors were used,
and a projectile velocity very close to 0.5 mm/ps
was realized. In spite of the very similar impact
conditions the final particle velocities are quite
different for the two materials. It is also clear that
the elastic precursors are different in nature; the
fiber material shows a well defined although low
amplitude elastic wave, but the particle material
shows dispersive behavior. Shock rise times are
similar for the two data sets, but the fiber material
exhibits what looks like a multiple wave structure.
This is possibly an experimental artifact caused by
the impedance mismatch at the sample/LiF
window interface. as discussed by Gray and
Morris(9). More data is needed with a higher
impedance window to determine the origin of this
feature. The bulk part of the release paths agree

well, with the final particle velocity for the fiber
material lower than that for the particle material.
‘Ilk is due to the use of a glass reinforced foam
backing on the. quartz impactor-i.for. the fiber
experiment, with PMMA used for the particle-
MMC experiment.
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FIGURE 3. Wave-profiles for CarnalcoParticle and
3MFiberMMCS.

Experiments done on the above materials to
measure span strength (no windows) are
compared in Figure 4. Results are very different,
and these results are preliminary. More
experiments are needed to determine
reproducibility. Elastic behavior is essentially
identical to that described above, but the fiber
material shows unusual span behavior. This
experiment was done with an aluminum foil on
the sample free surface because of the poor
reflectivity of the MMC, and this needs to be
looked at in more detail. Span experiments
without foils were done successfully on the
particle-reinforced MMC. If these results are
verified, it is clear that the fiber material has a
very low span strength. The origin of the
overshoot on the plastic wave is unknown but if
found to be reproducible may indicate complex
flow in the 3M fiber MMC.

Another interesting observation is the very
distinct separation between the elastic precursor
and the plastic wave in the fiber-MMC This was
not observed in the material containing
discontinuous reinforcement(4). The behavior of
the uniaxial-fiber-reinforced MMC may have
something to do with its unique plasticity
properties and material anisotropy, which result in
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enhanced separation between elastic and plastic
waves, and a very distinct particle-velocity
overshoot in the precursor; the latter is
reminiscent of an upper/lower yield, point and
rapid dislocation multiplication at the elastic wave
front. This response is DQIcharacteristic of 6061-
T6 Al. The difference in behavior between
continuous (fiber) reinforcement and that of the
matrix material alone (as well as that of Al-
alumina MMC’S at low volume fractions of
discontinuous reinforcement) is dramatic in this
regard.
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FIGURE 4. Span traces for Camalco Particle and 3M-
Fiber MMCS.

CONCLUSIONS

Based upon a study of the dynamic deformation
and fracture of a 606 lA1-50 vol. YOA1203 fiber
composite the following conclusions can be
drawn: 1) the stress-strain response was found to
vary substantially as a function of loading
orientation; increasing the strain rate was observed
to only slightly increase the yield strength of
either orientation, 2) the failure response of the
composite transverse to the fibers, under both
uniaxial stress and uniaxial strain loading, display
a protracted but substantial load drop after yield
followed by continued degradation in load
carrying capacity, and 3) lack of ideal parallel
fiber construction leads to systematic bending
failure of the alumina fibers through the sample
under uniaxial stress and slow spallation kinetics
as various fibers fail and pull out of the matrix.
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SHOCK TRACKER CONFIGURATION
OF IN-MATERIAL GAUGE

R. R. A1con and R. N. Mulford

LQS Abrws National Laboratory, Los Alamos, New Mm-co 87544

A special conf@uration of electromagnetic in-material gauge enables measurement of shock
time of arrival at up to forty-onepoints in 10mm of run distance. This measurementclearlydefines the
shock line for Lagrangian analysis, and provides sufficient shock vekxity data to determine time of
turnoverto daonation. The measurementmimics a wedge te$%with the advantagethat damis obtained
insidethe material,rather thanat a surface. The techniquehas km applied to the rwtive systems
X-0407,PBX-9404, and thermallydamagedPBX 9502. Response to multipleshockinputsis linear,and
shocktrackerdata ean be seenuoreflect the vebeities of the separateshocks. Severaleonfimuationswill
bediscussed.

INTRODUCTION

Use of embeddedmagneticgaugw provides
unique measurementsin the Lagrangianfiarneof the
time evolution of the shocks. Use of multiple
gauges gives independent measurementsof particle
vekxity UP,shock veloeity Us, and, from impulse
ruords, P. The precision of the gauges is better
than 2%.

The shock tracker gauge supplementsthe
MIV configuration,provid@ga w of shock arrival
times at 0.25 mm intervals in the material. Data
from MN records is complementedby the detailed
shock veloeity @J~)data provided by the shock
traekez.

Lagrange analysis of MIV gauge datal
dependsfor its sueeess on definitionof a shock line
for the experirnen~ Deriving this shock line solely
from ten available gauge records yields an
inadequately defined x-t locus. In particular, the
slope,and hencethe velocities,at theendpoints are
ill-defined. This shock locus is used to give
projectile velocity up and pressure P in between
gauges. It can also define the shock jump at the
gaugeitself, when the gauge record falls off the line
defined by othtx gauges. This can result in a %nk”
in the surface constructed around the line, a
discontinuity which is amplified as the surface is
expandedaway from the shock line. A well defined
shock line smooths the surface to more nearly

resemble the physical case, and permits more
accurate determinationsof parametersderived fim
derivativesalong the lineor surbe.

The shock trwker providMa measurement
of accelerationand veloeityanalogousto the reeord
obtainedin a wedgesho4withtheaddedbenefitsof a
reliable, supported, reproducibleinput plane wave
and data at ah 1/4 mm. Unlikea wedge shoq the
shock tracker gauge is insidethe mnaterial,and is not
suseeptiile to criticalangleorother surfaceeffects.

EXPERIMENTAL

MIV gauges (Magnetic Impulse and
Vehxity) gauges have been usd for many years to
directly measure particle vehxity in materials
aecelerafedby shock waves. ‘l%egaugeconsistsof a
set of fme wire loops, acb.tallya 0.2 mil thick
aluminum attem etched onto a 1 mil plastic
substrate. J’ The entire shock experiment is
conductcxiin a uniform magneticfield gemmed by
large fixed magnets, with the active region of the
gauge perpendicular to the field- Whenthe material
under study is accelerated the MIV loops yield a
current as they are carried through this external
magnetic field at the pa!tide velocityof the material.
The gauge is glued ontoa prwisely machinedplanar
surface interjor to the material to be studied, at a
specified angle as shown in Figvre 1.
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Target Plate

ectile

“FtgureL TheMIVgauge measuresparticle velocity
as it is propelled through an external magnetic field.

“l%eshocktmcka conf@ration
supplementsthese configurations,as shown in
Figure 2. ‘l’heoriginaldesignfor the shock trackers
was developed and tested by John VOrthmart.2.

a b. c.

Ftgure 2. The shock tracker is located in the middle
of the MN gauge. Configurations a), b), and c) have
been used.

The shocktrackerconsistsof a large
numberof accuratelyspacedelementsperpendicular
to themagneticfielddirection. Different
ccmtlgurationsare shownin Figttre2. A C1OW3100P
is required,as configurationb wasproven to give no
response to the shock. Right-and left-goingbars on
each loopof the trackergwwate positiveand
negativecurrentin responseto the velocityjump, as
the activeloop of the trackeris propelledacross the
flux lines of the magneticfield. The minimum
interelementspacingused is 0.5 mm. The gauge is
employedat an angleto prevenleaehincremmal
element flom pmturbingthe flowat tie next
succeedingelement. At the usualangleof 3@, the
0.5 mm spacingyieldsdata every025 mm.

Experiments described here aredoneon a
singlestage lightgas gun. Wavesgenemed are one-
dimensionalfor about4 psec.

RESULTS

Examplesof trackertrxxx$are shown in Figurm 3,
5, and 8. Figures3 and4 are data from &tonating
X-0407, Figures5 and 7 are data ffom PBX 9502at
800Cbefonz’detonah is reached,and F@ure8
shows the trackerresponseto mukiple shocks.

The X-0407sample shwn in Figure 3
demonstrateshow the frequencyof he centEz
crossingsreflectsthe shockvelocity. Both fkequency
and particlevelocityincreasesmoothlyas initiation
and growthto detonationocm. Center erossingsare
measuredandpbtted againstthe locationof each
shock trackerIoopin the material, to generatea
graphof the shockline,analogousw a wedgereeml,
Velocitydata is wnmarhd inthegraph in figure4,
showingthe turnoverto detonationat 1.5p.sec.
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Ftgure 3. The shock tracker responds to each traverse
of a horizontal ekmnent by the shoc]L

l%e increase evidentin the positiveand
negative~ amplitudeis due to the accelerationof
the sheck as it traversesa single loop, as shownin
Figure 2. The curmmtin leg y will cancel that
generatedby leg x, unlessaccdemion of y relative
to x enables it to traversemom flux lines thanx, in
whichease the negativecurrentcxmtributionwill
more than cancelthe positivecurrentcontribution,
d the currentexcursionsWNincreasein amplitude.

At around 1.9ysec, the velocity beeomes
constantat the detonationvelocityand the paxtiele
velocitymtums to its steadystateamplitude,
reflectingzeroaccelmdon.



0 ,y I I I
o a

positiln’ h, $m

Ftgure 4. Theshocktineof the reactingX-@407is
definedby thezerocrossingsof theshocktracker
record. It shows the turnover to detonation much as a
wedge record does.

Shock velocities are easily obtained fiotn
the shock trackerdata. l%e shock line givesa much
higher degree of statistical precision than can be
obtained from a few gauge positions, particularly
when the shockvelccity is not constant.

PBX 9502 subjected to ratchet growth
before installation of the gauge yielded the record
shown in Figure 5. Abrupt velocity changesdue to
density &continuities or cracks are clearly evident in
the tracker record and in the shock line, Figure 6,
generated from the tracker data. This behavior is
also evidentin the up gaugereaxds.
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Figure S. The shock tracker rexmrd of PBX 9502 that
has undergone irreversible thermal expansiom or
‘ratchet growth”.
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position h,pmm -
Figure 6. The shock line of PBX 9502 that has
undergoneirreversible thermalexpansion,or “ratchet
growttl”.

Hot PBX 9502 running to detonation
generates the example shown in Figure 7. In this
mataial, the shock tinker indicatesinertor constant
velocity behavior, and evena slight decelerationof
the input shock. Comparisonwith ~ gaugerecords
shown in Figure 8 showsthat homogeneousreaction
is occurring,with a reactivewaverunningbehind the
initia! shock. Thus lhe two regions of the shock
trackerare being propelledatdiffenmt rates,creating
a more complex output than arises from simple
heterogeneous detonation, orte that reflects
accekration of the materialbehindthe shockfront.
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i
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Time (~;l

Ftgure 7. The shock hacker record of PBX 9502
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Figure $. Particle velocity records showing reaction
in PBX 9502.

Comparison of shock trackerand particlevelocity
gauge data in Figs. 8 and 9 indicates that the tracker
yields an incomplete description of the reaction in
the material, since tracker data does not reflect
acceleration behind the shock front. By analogy, it
may be that standard wedge experiments yield the
same incomplete picture. Use of the shock tracker
coupled with the particle velocity gauges is clearly
imt)ortant in accurately describing the turnover to
de~onation in materials-such as hot>BX 9502.

0- In

pdion 1, m-m
Ftgure 9. The shcck line of reacting PBX 9502

Shock ‘racker response to two successive
square shocksis shown in Figure 10. l%e datafrom
thisshot is well modeledby summing the response
of the tracker to the two individual shocks,
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indicating that the gauge retains its shape in the
flow, and is not damaged by the passage of the fmt
shock. Thus, distortion of the portion of the gauge
in the flow behind the front is not contributing
current to the net output of the gauge.

Time ([ps)

Fbrure 10. The shock tracker record of PBX 9502
re~nding to two square waves is a sun’sof re.spensea to
each wave.

Limitations on the accuracy of the gauge
areprecisionof the constmctionand measurementof
the location of the elements,artd the risetime of the
signalas the shock traversesa given element.

Risetimes of the individual cross bar
responsesignals are slightlylonger than the traversal
time of the gauge thicknessby the shock wave. The
ratios of observed riset.imeto calculated traversal
time in two X-0407 experimentsare 1.76and 1.78.

SUMMARY

These shocktrackergauges have been used
in gun shots to obsene the growth of the reactive
wave in several explosives. The shock tracker data
resembleswedge shot @ with an adequatedensity
of points to define the shockline and characterizethe
turnoverto detonation.

1. C.A. Fores~ “LagrangianAnalysis, Dan
Covariance,and the Impulse ‘t’iie Integral”, m Shock
Compression of Condensed Matter. 191, Elsevier 1992.

2. John Vorthmm private comrmmication

3. RDF Corporation proprietary method.
RDF Coxporatiow Hudson+New Hampshire.



OVERTAKING WAVE INTERACTION, REFLECTED

SHOCK OR REFLECTED RELEASE? *

J. N. Fritz

Los Alamos National Laboratory, Los Alamos, New Mexico 87545 USA

Modern experiments involving shocks are frequently more complicated than just sending a shock
wave through a material. Multiple waves of interest occur in some experiments. When a wave
overtakes another wave in a material a reflected wave is produced. It is valuable to know the nature
of the reflected wave. A general expression giving the answer to this question is resented. For the

rfluid approximation and a material described by us = co+ SUP and p-y a constant ~ is the Gruneisen
function) the answer is particularly simple. If s(1 + sq) – To >0 (q -1 – poV = uP/u,) a small
shock overt aking the shock defined by q will reflect as a release; <0, it will reflect as a shock.

INTRODUCTIC$N
Courant and Friedrichs(l) discuss overtaking

wavesfor gases. They quote a result from a report
by von Neumann; if -y s 5/3 (the specific heat ra-
tio) then a shock overtaking a shock results in a
reflected rarefaction, i.e., S+ S+ -+ R+.TS+. (h
this notation T represents a contact discontinu-
ity.) Thk behavior is not universal; it depends on
the gas equation-of-state. These reflected waves

are usually much smaller than the major waves of
interest, and they are commonly neglected. How-
ever, if we have probes that can measure these
waves so that they serve as markers to locate im-
portant interactions, then it is important to know
what kind of waves to expect. Mulford et al.(2)
examine a case where such a reflected wave could
have either enhanced or suppressed a reaction in
explosives. In thk case the reflected wave may

have had an influence disproportionate to its size.
Our goal is a relation giving the type of the re-
flected wave from general EOS considerations.(3)

INT’ERACTIONS

Fig. 1 shows an elementary interaction. Given
a sufficient number of these connected in the ap-
propriate manner, one can solve most any lD
wave problem. Such a scheme forms the basis
of Lynn Barker’s SWAP9 code and the author’s
MACRAME code. The language of these interac-
tions serves well for our current problem. Fig. 2

*This work supported by the US Department of Energy.

FIGURE 1. An interaction diagram. Two rays, waves or
contact discontinuities, come together to form an interac-
tion. A forward and backward wave (and possibly a contact
discontinuity) emerge from the interaction. This interac-
tion is shown in the Lagrangian (material) plane (t~), the
outgoing interface is vertical. The states U and V interact
to form the Xl and Xr states, which have a common P
and u. The state T disappears.

shows the dynamics of an interaction, comple-
menting the kinematics shown in Fig. 1, Be-
sides wave-wave interactions, the interactions of
waves with interfaces (various contact discontinu-
ities) are important. In the particular interaction
shown in this figure the T ~ V state production is
a release, and in an “honest” calculation it would
only be used if this wave step were a small one.
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FIGURE 2. A wave-wave interaction in P(u). Both U
and V have been created from T by waves that are about
to collide. At collision, T vanishes, and the resultant state
X is determined by the cross-curves attached to U and
V. These cross-curves (shock up and isentrope down) have
opposite slopes SOa simple solution is usually feasible. The
U cross-curve represents a backward-facing wave with a
negative slope (opposite for V).

THE OVERTAKE INTERACTION
In Fig. 3 we show a wave overtaking an ini-

tial shock into a material. The state T is the
first shocked state. A following wave, produced

by some interaction off to the left, transforms T
to U. At overtake T has disappeared, and U inter-
acts with the original state V to produce X. Both
T and X lie on the Hugoniot centered at V. For
a small following wave, the nature of the reflected
wave (the U + X behavior) depends on the rela-
tive values of the slopes of the forward cross-curve

through T and slope of the Hugoniot at T. The
figure depicts a common case (for condensed flu-
ids) where the latter exceeds the former. We de-
fine:

‘=(+32-(%)2“)
The slope of the cross-curve is the slope of the
isentrope (the slope of the second shock curve
matches it to second order at the junction). From
the jump conditions Ph – PO = POUSU and u/us =
1 – pfJVjj E q we obtain

dl’h dvh U* —Uu:
— = PO(U. +Uu:), — = –
du du

(2)
Pou:

where u: = du$ (u) /du. Now dPS/du = pc for a
forward facing wave, and pc2 = Bs, the isentropic
bulk-modulus. The Hugoniot modulus is Bh =

1

P x

/

OvertakingWave u
Interactions ,..,’““ following,...

.... $hock
,...’

fOllOWing ‘“ ,..’””””’””’ ‘“T u ?~*V
release

x
0 — up

FIGURE 3. Overtake (t–y in inset). 130tha small release
and a small shock for the T + U wave are shown. In this
figure the slope of the T cross-curve is less than the slope
of the principal Hugoniot (g < O).

–VdPh/dV = –V(dPh/du) (du/dVh), then from
eq. (2) and the jump conditions we get

Bh = f70U$(U. – U)(U, + UU:)/(U~ – UU:) (3)

The Gruneisen function v links BS and Bh by

(7/2 V~)(Vo – Vh) = (B~ – Bs)/(i~h – Bch), where
BCh = vh(ph – PO)/(VCI – Vh). we US63it aS

[ 1l(VO - Vh) Bh + @ - Po) (4)Bs= l–2vh

We combine all this, and after some algebra and
convenient cancellation we obtain

PO%PO%Ug=

[
dJl+#)–:1 (5)

us —Uu:

The sign of this general expression for g is (usu-
ally) controlled by the factor in the square brack-
ets. For g <0 we have the case shown in Fig. 3, a
following shock reflects as a shock and a following
rarefaction reflects as a rarefacticm. For g >0 the
nature of the following wave changes upon reflec-

tion.

Linear us(u), constant p-y
For this case the factor in square brackets be-

comess (1 +sq) –-yo. For most dense fluids (and for
solid media where we neglect stresses other than
the pressure) we typically have s < vo. Then for
small shocks we have the g <0 case. For stronger
shocks (q > ~“ = (TO –– S)/S2, if this is attain-
able) we change to g >0. For stainless steel 316
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FIGURE 4. An impact problem. A 1mm thick flyer
of 316 stainless steel with u~ = 8 mm/ys impacts a thick
layer of the same material. Shocks advance in both di-
rections from the point of impact. The backward-facing
shock reflects from the rear of the flyer as a rarefaction
fan. This fan overtakes the shock in the other direction.
The overtake interactions of current intereet are strung out
along the decaying shock. The initial pressure in the metal
is 3.4 Mbar. In this particular approximation each of the
“wavelets” in the rarefaction fan carries about 250 kbar
(this varies eomewhat from wave to wave). The reflected
shock from the first overtake interaction is 2 kbar. As the
shock decays these reflected waves decrease in size and we
change from g > 0 to 9 < 0 between the 8th and 9th in-
teraction on the shock front in accordance with Eq. (5).
Subsequent reflected waves are releases. At the 8th inter-
action, the one indicated by the arrow, the code decided
the reflected wave was too weak to bother with and dis-
carded it. The switch in behavior occurs at 150 GPa on
the decaying shock rather than the 118 GPa quoted in the
text because we do not quite have p~ a constant in the
code. These reflected waves work their way back through
the large rarefaction fan and arrive at the flyer/envil inter-
face (N). Ordinarily a wave-gathering mechanism in the
code would have combined and averaged a lot of these little
waves. Here we have turned off this mechanism so that we
can see all the waves produced by the interactions.

(Po = 7.96 g/cm3, co = 4.464 km/s, s = 1.544) we
have~* =0.2620r apressure onan initial shock
of 118 GPa.

For S+S+ or R+ S+, where R+ is a relatively
small rarefaction, a single elementary overtake in-
teraction and the g-condition from Eq. (5) tells us
what to expect. However, if R+ is an extended re-
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I
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I I ,~!%ake interactions
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1’d
-.06 F“’’ll’Jl!!!!l !!!!lll !!!llf ’!!!llff!i
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25 FIGURE 5. P impulses at the anvil surface. The first
wave is from the first overtake interaction. This is a shock
and the flyer and anvil maintain contact. However, we im-
mediately start getting negative pressure pulses from in-
teractions between the large rarefaction fan and contact
discontinuities left by earlier overtaking interactions. This
rapidly drops the pressure at the flyer/anvil interface and
they separate for P < 0. A smaIl reverberating pressure
wave is trapped in the flyer. The subsequent pulses are
pressure “delta functions” arriving at the anvil free eur-
face. They reflect here into their opposites, and the pres-
sure etays zero on the free surface. If we were to look at
these waves along the tail of the large rarefaction fan, they
would be cumulative, and indeed, there is an increasing
pressure trough in thk region that eventually turns into a
span (s 1 in the previous figure). This span cuts off commu-
nication to the anvil free surface so we only get to look at
the first six waves from the overtake interactions. They are
decreasing and if we could see them in this plot we would
see them switch sign between interactions 8 and 9. We note
that the 2 kbar wave from the first interaction haa decayed
to 0.5 kbar by going through the large release fan. The
delta functions displayed in thie plot are approximations
to continuous waves and combining the pulses appropri-
ately would wash out the pressure pulses from the pure
overtake type of interactions (except for the leading edge).
The shock nature of the wave coming out of the extended
interaction does not last as long as the g-condition would
lead one to expect.

lease the interactions between the release fan and
contact discontinuities produced by early overtake
interactions profoundly affect the overall reflected
wave coming out of the extended interaction. We

study such an interaction and show the results in
Figs. (4,5).
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Ideal Gas
The Hugoniot for an ideal gas can be repre-

sented as y = ~~ + x, where y = u~fco
and z = (~ + 2)u/ (4~). (In this section ~ is the
Gruneisen constant and y = V,,b. – 1.) We have

Y’ = @/dx = Y/(Y – z),@ = Y’(T+ 2)/4, and
PO/P = 1 – 4z/(Y(7 + 2)). If we insert all this in
Eq. (5) we find for a residual factor controlling the

sign of g

Thus for a weak shock (small x) we recover von
Neumann’s result: for ~ < 2/3 we have g > 0.
The ~(z) in Eq. (6) monotonically increases from
O to 0.5. Thus for strong shocks -y can approach 1
from below and still have g >0. If ~ exceeds 2/3-
1 for the appropriate x then g <0 and a following
shock will reflect as a shock. Typical -y’s used in
a constant-~ law EOS to represent explosives ex-
ceed these values, so if one uses this EOS one can
expect reflected shocks from following overtaking
shocks.

llX3CUSS10N

We have obtained a general expression that an-
swers the question about the nature of the re-
flected wave from the interactions S+S+ and

R+S+ . (Our interaction diagram does not di-
rectly apply to the interesting interaction S+ R+.)

It is valid for small overtaking waves and for a
fluid EOS. The result is seen to be a competi-
tion between the non-linearity of the shock curve
(s > O) and the pressure produced by an incre-
ment of energy at constant volume (~). If an EOS
is used that imposes a“ non-physical relation be-

tween these two different EOS paths then a non-
physical result for the predicted types of waves
may result.

For solids the slope of the T cross-curve is likely
to be steeper. It depends on how close the T state
is to the yield surface at this pressure, If this state
is not near the yield surface, then the material will
respond elastically to a small following wave. We
should then increase the pc of the T cross-curve
to correspond to an elastic velocity. This can be
achieved by multiplying the first term in Eq. (1)
by the factor 3(1 – v) /(1 +v), where v is the appro-
priate Poisson’s ratio at pressure. Unfortunately

multiplying this term by this factor eliminates a
lot of the convenient cancellation that occurred on

the way to Eq. (5) and the result is considerably
complicated. We can say that the effect of a non-
hydrostatic stress is to favor the case g >0.

For strong following shocks the extension of
T + .?7will eventually rise above the extension of
the first shock curve T + X in P(u). Eventually
we will have S+ S+ -+ R+TS+, These two curves
can be represented as PI(u) – P. = p. (U,/U)ZJ2
and P2 (u) – PI = PI (U8(Au) /Au) (Au)2, where
Au = u – UI and the subscript 1 without a func-
tional variation refers to the T state. For strong

shocks u/uS = q tends toward a limit determined
by having the factor 1 – (~/2V) (V. – V) van-
ish. We then have Iimu+m ~ =: 2/(2 + ~). Then

Iimw+m P2(u)/R(u) = PI (2 + ‘Y2)/[Po(z + 71)1>
where ~1 and 72 are the limiting values of the

Gruneisen parameter reached along the first and
second shock Hugoniots respectively. They are
likely the same, of the order of 2/3; and the re-

spective positions of the two curves are controlled
by the initial density and the density at the T

state, i.e. Pz/Pl + pl /po,
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Something more definitive than “:lt depends on .-y”!
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Momentum Transfer in Indirect Explosive Drive

J. E. Kennedy, Los Akimos National Laboratory, Los Alamos, NM 87545
C. R. Cherry, Sandia National Laboratories, Albuquerque, NM 87185

C. R. Cherry, Jr.
R. H. Warnes, Los Alamos National Laboratory, Los Alamos, NM 87545

S. H. Fischer, Sandia National Laboratories, Albuquerque, NM 87185

Abstract

Material which is not in direct contact with detonating explosives may still
be driven by the explosion through impact by driven material or by
attachment to driven material. In such circumstances the assumption of
inelastic collision permits estimation of the final velocity of an assemblage.
Examples of the utility of this assumption are demonstrated through use of
Gurney equations. The inelastic collision calculation may also be used for
metal parts which are driven by explosives partially covering the metal.
We offer a new discounting angle to account for side energy losses from
laterally unconfined explosive charges in cases where the detonation wave
travels parallel to the surface which is driven.

1. Introduction
The Gurney model and equations for predicting the velocity to which

metal is driven by detonating explosives implicitly assume that the
explosive is in contact with (all) the metal that is being driven. This paper
addresses two geometries for which that assumption does not hold, and
offers a method for predicting the behavior under these circumstances.
The basic idea is that of inelastic collision; this amounts to momentum
sharing between “primary” metal, which is directly driven by being in
contact with the explosive, and “secondary” metal (not in contact with the
explosive), which interacts with and travels with the primary metal.

We present experimental data which support this idea, and which
also contain a surprise. The results of computational modeling and Gurney
calculations provide insight into the surprising result.

2. Inehstk collision of free-flying plates and secondary objects
A range safety problem arose some years ago that was not described

well by Gurney equations or by wave-code simulations because the system
was rather complex. The problem was that of determining the maximum
distance traveled by fragments from the detonation testing of a weapon
assembly. In the weapon some relatively thin metal layers were driven
through direct contact with the detonating explosive, and aerodynamic
analysis indicated that fragments from these layers were not massive
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enough to travel very far before being stopped by air drag. However,
parts of these thin fragment layers impacted rather massive weapcm
components and drove those heavy components. The aerodynamic drag of
the heavy components was proportionally so much less than that of the light
ones that it became important to estimate the velocity to which the heavy
components would be driven.

The idea which we applied for this analysis was that the light
fragments would collide inelastically with the heavy component. l[t was
postulated that the light and heavy pieces would then “stick together” and
move off together with the momentum contributed by the initial velocity of
the light fragments. Denoting mass and veIociiy respectively as M and v.
the light fragment(s) as 1, the heavy component as 2, and the velocity of
the combined mass as Vl+z,we then simply have

Momentum = Ml v, = (Ml + M2 )v,+2. (1)

We conserve momentum rather than energy because momentum can be
conserved without having to create energy, while the converse is not true.

Light fragment velocities were calculated with Gurney equations and
the air drag of the heavy components was estimated for tumbling flight
(Ref. 1). Aerodynamic analysis predicted that the heavy components,
driven by impact of light fragments, would travel farther than the faster
free-flying light fragments, and this was indeed found to be true. The
maximum distance predicted for a heavy component was 1786 ft. and the
range measured for that component was 1746 ft. This exceeded the range
of light fragments that were recovered. This good agreement sug,gests that
this model for momentum transfer has merit.

3. Cherry Experiments
Another set of experimental data which involved indirect drive of

some metal was generated by the Cherry family as part of a science fair
project (Ref. 2). The efficiency of explosive slab charges of a fixed mass
but different shapes was studied by Christopher Cherry, Jr. and his father,
Christopher. The mass to be driven, a 4-in. -square , 3/4-in. -thick steel
plate, was placed on top of a wooden post at a constant height of four feet,
and leveled carefully. A charge of North American Explosives P.rimasheet
1000 explosive weighing approximately 8.5 g and a rubber buffer sheet
were attached to the rear face of the steel plate, as shown in Fig. 11. The
charge was detonated by an electric blasting cap, and the distance which the
plate flew before landing on a dirt road was measured, as shown on Fig. 2.
The rubber buffer was intended to prevent damage to the steel @te in the
form of spallation or indenting of the plate; its use accomplished these
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Fig. 1. Configuration of Explosive and Inert Parts of Cherry Experiments, to Scale

objectives, and the Cherrys were able to use the same steel plate for the
entire test series.

Experimental results were consistent for each charge shape, as
indicated by the range of velocities over four trials in each experiment.
The data in Table I show clearly that the thinnest charge (Cherry 1),
covering the greatest area on the plate surface, drove the plate to the
highest velocity by a significant margin. This would not be expected on the
basis of Gurney calculations of the plate velocity. If the entire plate mass
(1633 g) and entire charge mass were used in asymmetric-sandwich
Gurney calculations (Ref. 3), the predicted velocity would be
approximately constant at 11.1 m/s for all three test configurations.

Table I
Results of Cherry Experiments Cotmpared with Gurney Caiculatioris

Experiment Primasheet Exrdosive Observed Velocity by Gurney,

Size w M Based on U* = 30°

Cherry 1 3 in. sq. x 0.042 in. 8.39 g 10.90A 0.20 111/S 10.92 In/s

Cherry 2 2.125 in. sq. x 0.084 in. 8.65 g 9.66 i 0.18 m/s 10.93 In/s

Cherry 3 1.75 in. sq. x 0.126 in. 8.77 g 8.99+ 0.12 111/S 10.76 m/S

*Discounting arwle. measured from a normal to the surface to be driven .
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The asymmetric-sandwich Gurney formula is

v= (2)

where M and C are the driven mateerial (metal plus rubber in this case)
and explosive masses, respectively; ~ is 2.50 km/s, the Gurney velocity
characteristic of Detasheet C (Ref. 4), which is similar to I%masheet 1000;
and v is the metal plate velocity. But the data show that the velocities
varied with charge configuration, from 10.9 nds to 9.0 rrds.

In regard to the velocity imparted to a driven plate, there are energy
losses from the sides of an unconfined charge. One can account for these
losses in a Gurney calculation by disregarding the explosive mass within a
30° angle from a normal to the plate around the perimeter of the explosive
(Ref. 5). When such a correction is applied to the calculations for the
Chen-y experiments, the predicted velocity for all three configurations
decreases, and the velocity for the thinnest charge decreases least of all.
This trend is consistent with the experimental data, but the magnitude of
the experimentally observed differences among configurations is much
greater than the differences predicted by this correction. Velocities
calculated with the 300-angle correction are also shown in Table 1.

3.1 Partial-area coverage with explosive
Our first attempt to model the variation in velocities among the

Cherry experiments focused upon the variation in area of the explosive. It
was assumed that the metal directly adjacent to the explosive charge was
primary metal, driven directly by the explosive, and that the perimeter of
the plate was secondary metal, carried along progressively through
momentum sharing analogous to inelastic collision. Thus while the mass of
explosive was constant in all three Cherry experiments, the mass of the
primary metal was different for each experiment.

The asymetric-sandwich formula (Eq. 2) was applied in this case.
Note that the asymmetric sandwich formula collapses to a momentum form
when M/C >> 1, and thisapplies to all of the Cherry experiments, even
considering the reduced metal mass associated with the primary metal
approach. This is shown from Eq. 2 as follows (Ref. 2):
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lim v = lim
M M
—+- —+.
c c

Specific impulse, /,,, is defined as:

Momentum ikiv
I,p =

c ‘c’

so from Eqs. 3 and 4,

1
.:

2

M
+— =

c
(3)

(4)

(5)

This indicates that for M/C >>1 in an asymmetric sandwich configuration,
the explosive delivers an impulse (momentum) that is linear with the
explosive mass loading of the surface.

The momentum imparted to the primary metal in the Cherry
experiments thus varies with the thickness of the explosive. But when the
momentum of the primary metal is shared with the secondary metal, the
final momentum of the plate is predicted to be the same in all th~reeCherry
experiments. This result is not consistent with the observed velc~cities, so
another approach is needed to explain the results.

3.2 Gasdynamics Behavior According to Wave-code Simulations
We performed wave-code computations to simulate the CIherry

experiments for the purpose of understanding the gasdynamics which we
postulated was causing the differences in performance. The question we
addressed was whether the direction of detonation propagation was
strongly affecting the effective si#e losses from the perimeter of the
explosive charge. AU three configurations of the Cherry experiments had
configurations that were quite flat, so that the detonation resembled grazing
detonation traveling nearly parallel to the surface of the plate and
perpendicular to the sides of the charge. The detonation wave then projects
gaseous detonation products parallel to the surface of the steel plate at a
velocity approximately equal to detonation velocity. It was suspected that
this velocity significantly exceeded the velocity of lateral expansion in the
“noms]” Gurney configuration, which we could represent as plane-wave
initiation of the flat charges.

The CTH code, under development at Sandia (Ref.6), was used to
perform two-dimensional axisymmetric representations of the experiments.
For computational simplicity we converted the problem into a 2-D
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axisymmetric problem by modifying the shape of the steel plate, rubber
buffer and explosive material to be right circular cylinders of the same
respective masses. We used an equation of state for the detonation products
of duPont Detasheet EL506C sheet explosive (similar in detonation
properties and composition to Primasheet 1000) from Ref. 7.

When we included the rubber buffer layer in the problem, the code
would essentially shut off before momentum transfer from the explosive to
the steel plate was complete. This may have been due to rebound of the
rubber from the steel, opening a gap into which the detonation product
gases would flow, Such flow would cause tremendous distortion in the
mesh for the product gases, and the distortion may have caused tangling of
the computational mesh. It should be noted that the rubber buffer pad was
found about 10-15 ft. behind the firing position in the experiments,
indicating that the rubber did bounce backward off the steel.

Our next step was to eliminate the rubber from the problem
description, so that the explosive rested directly on the steel. The steel
description was modified to suppress span behavior, so as to make the
simulations consistent with the experimentally observed behavior in this
regard.

Fig. 3 and Table 11show the setup and results for computations done
in thisway. The computed velocity values shown in Table II are low by
about 25% in comparison with the experimental values. This is quite
surprising, and we can only attribute it to probable error in the JWL
parameters for Detasheet C. We shall use the computed velocity results
only for comparison with other computed results, and not in any absolute
sense.

Fig. 3 also compares the flow of product gases at the same time
interval after completion of detonation of the charge for the cases of small
area initiation (similar to the experiment) and planar initiation. The
resuhs show that lateral expansion of the gas is indeed faster with small
area initiation, which produces grazing detonation, but only by a factor of
about 1.2.

Table H shows the computed metal velocity differences that are
caused by the differences in lateral expansion, which should be viewed as a
loss mechanism in regard to momentum transfer to the plate. The result is
that planar initiation drives the plate to higher velocity, but only by 3-5%
more than small area initiation (and grazing detonation). The difference in
computed velocity between Cherry 1 and Cherry 3 configurations is 8$Z0;
this is substantially less than the differences in velocity observed among the
experiments, which are shown again in Table II.
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Fig. 3. (a)-The initial cotilgurat.ionof one of the CTH calculations. (b)--A two-
dimensions.1plot of the small-areainitiationof the Detasheetat a time whenthegas
expansionwave is approaching the outeredgeof the steel (denotedby the arrow). (c)--A
two-dimensionalplot of the full-back-surfaceinitiation of the Detasheegshowing the
position of the gas expansionwaveat anequivalenttime from explosivebreakeutto that in
(b), see arrow.
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Results of CTH Wavecode Analysis of Cherry Experiments

Confimration Initiation Computed Observed
MQ@ m

Cherry 1 Smalt area 8,01 IT1/S 10.90m/s
Planar 7.99 In/s

Cherry 2 Small area 7.68 111/S 9.66 lT1/S

Planar 7.89 IT1/S

Cherry 3 Small area 7.35 In/s 8.99 IIiS

Planar 7.72 111/S

The difference in computed plate velocity in cases where detonation
was parallel to the driven surface (grazing detonation) and where
detonation was normal to the driven surface suggests that the loss factor be
increased when the detonation is parallel to the driven surface. Based upon
the results in Table H, we conclude that use of a discounting angle of 36°
would improve the ability of the Gurney model to reproduce computed
results when detonation of a laterally unconfined charge proceeds parallel
to the surface which is being driven.

3.3 Inelastic CoHision Modeling of Cherry Experiments
The rubber buffer pads caused some decoupling of the detonation

wave from the steel because the rubber impedance was much lower than
that of both the detonating explosive and the steel. The thickness of the
rubber pad was constant at 1/4 in. in these experiments. and the rubber was
the same area as the explosive, which varied from one Cherry experiment
to another. Thus the mass of the rubber varied from one Cherry
experiment to the next. This suggested the possibility that the variation in
mass of the rubber played a role in the variation in coupling from the
explosive to the steel plate in the Cherry experiments.

Although the rubber buffer pads were in contact with both the
explosive and the steel plate, we carried out a bounding calculation using
the asymmetric-sandwich Gurney formula (Eq. 2) in which the explosive
was assumed to drive the rubber alone, and then the rubber was assumed to
collide inelastically with the steel (Eq. 1). The results of this calculation,
which uses a Gurney discounting angle of 36° (see Fig. 4), are shown in
Table 111.
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Table III
Results of Inelastic Collision with Driven Rubber Buffer

Confiwration Rubber Buffer Plate Velocity by Observed

WQk@ Velocity* Inelastic Collision Velkxity

Cherry 1 36.8 g 428 dS 9,42 dS 10.90 In/s

Chemy 2 18,.5g 762 I13h 8.53 dS 9.66 dS

Cherry 3 12.5 g 1012 I-n/s 7.68 IT1/S 8.99 IdS

*f&]culated b~ asvmetric sandwich formula. Ea. 2. with M = rubber buffer nlass.

L Effective Volume --l

of Charge
(a) 30° Discounting Angle (b) 36° Discounting Angle

Fig. 4. Discounting angle for latetally unconfined charge is increased from 30° to 36”
when detonation wave travels parallel to the metal surface being driven.

The values of the steel plate velocity are lower than the observed
values by 12-15%, but the calculated differences in velocities are quite
similar to the observed differences. The inelastic collision assumption is
the only analysis that reflects the differences in velocity among the three
Cherry experiments. Therefore we conclude that the rubber decclupling is
the dominant factor in the behavior of the Chemy experiments, and this
analysis represents another example of the usefulness of the inelastic
collision model. As an explanation for the fact that observed velc~cities are
higher than those predicted by the inelastic collision model, we suggest that
some additional impulse is imparted by the detonation product gas pressure
acting over the entire area of the steel plate at relatively late times in the
process.

It should be noted that one of us (C.R.C.) offers another explanation
for the differences among Cherry 1, 2, and 3. He suggests that the layers
of explosive further from the surface of the steel plate are less effective
than that which is in contact with the plate, resulting in the observation that
the Cherry 3 configuration is less efficient than Cherry 1.
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40 Summary
l%e findings of this research are as follows.

● To calculate the velocity of metal configurations that are driven indirectly
by explosive detonation, the use of an inelastic collision model
provides good results and insight into the interaction process. This model
applies for metal that is directly driven by the explosive, and then impacts
and travels along with other objects. We recommend that it be applied for
plates or other shapes which are partially in contact with explosive, where
the entire body remains intact (i.e., does not shear). It even worked better
than other models to explain decoupling of detonation drive from a heavy
steel plate by the use of a rubber buffer plate inserted between the
explosive and the steel plate.
● Based upon the results of computer simulation, we recommend the use of
a 36° discounting angle (rather than the conventional 30° discounting angle)
for laterally unconfined charges in which the detonation wave travels
parallel to the surface to be driven. More experiments should be done to
determine the best method of discounting explosive material some distance
from the metal interface (i.e., discounting angle or another approach).
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Dynamic compaction of granular materials

in a tube with wall friction, applied to

deflagration-to-detonation transition
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Ashwani K. Kapila
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Abstract: A theoretical p~oblem is considered in which a granular material is
pushed through a tube of arbitrary cross-section by a constant velocity-piston
against the resistance of compaction work and wall friction. The crushing of
the material is dictated by a simple yet physically reasonable compaction law.
By considering two special cases— the limit of vanishing friction and the quasi-
static limit- we iclentify the two basic compaction wave structures. We then
consider the general case in which the two waves interact. Estimates suggest
that for typical cleflagra.tion-to-detonation tests, explosive at the wall melts on
time scales that are short comparecl to the experiment.

Key words: Compaction, DDT, Friction, Granular explosive, Ignition, Melting

1. Introduction

Many investigators have examined deflagration-to-cletonation transition (DDT)
of granular explosives using shock-tube like experiments (e.g., McAfee et al.
1989). Often a piston is clrivcm explosively into the bed, and the resulting
compaction work is thought to initiate combustion which ultimately leads to
detonation. We examine an aspect of the DDT tube problem that has re-

ceived little attention, namely the resistance and resulting energy dissipation
due to wall friction. Wall friction has a large effect in ram-pressed charges

(Elban k Chiarito 1986)– essentially the quasi-static limit of the DDT tube
test— so that one expects even grca~cr effects for the longer-aspect-ratio DDT

tubes. The resistance mechanism is that, axial stress applied by the piston is
transmitted to the walls, giving rise to a proportional frictional drag. Since
particles are interlocked, resistance at the wall is transmitted throughout the
interior. The entire bed resists motion in proportion to how hard it is pushed
upon- much like the ubiquitous ‘(chinese finger” but acting in compression.
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2

2. Rheology

Bccausc a confiuccl

Dylmmic compaction with wall friction

graul~lar material exhibits solid-like properties it is appro-

priate to adopt the generalize definition of pressure Used in elasticity, i.e.,

p = –(U:C+UY+OZ )/3 = – (a. + aO + az)/3, where all stresses are force per
unit, total i]r(:a, normal stress components are positive in tension, and pres-
sure is ]msitivc in compression. We define an ideal granular material whose

Iowling state is dictated by a compaction law (Herrmann 1969) of the form
~ = p/p, = j(p), where @ is the solid volume fraction, p is the mixture den-
sity, :~rld the subscript s means “solicl” . To determine analytic solutions we
choose a simple but physically realistic form for j(p), where So ancl do are the
zero-pressure slope and volume fraction, respectively:

(p=l–
(1 - #o)’

Sop+(l–cjo)””
(1)

We consider Class-A granular HMX explosive as an example, and infer its
compaction law from pressing clata (Elban & Chiar-ito 1986) using the fact that
the experimental geometry enforced nearly uniaxial strain. Both this task and
the formulation of the actuations of motion in Section 3 are greatl<y simplified
by the inference that l?oisson’s ratio, v, remains constant ancl equal to its solid
value during crushing. This follows from pressing data (e.g., Campbell et al.

1988) for which the ratio of normal to axial stress, which depends only on v
(specifically, 0,, 0,/ = v/(1 – v)), remains constant. The inferred
law is shown in Fig. 1 together with a least-squares fit to Eqn. 1.

\
1: -----------------------------------

Full Solid -.---Diifi- Eqn. 1

0.6:

0.51~ i
0.5 1 1.5 2

Pressure, p (kbur)

Figure 1. Compaction law for Class A HMX, #CI= 0.563: data vs. fit

compaction

to Eqn. 1.

The wall drag is assumed to obey a stanclard friction law except that, because
the solid area fraction in contact with the wall increases as the material is
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Dynamic compaction with wall friction 3

crushed, the friction coefficient is not constant. Intuitively one expects that
the coefficient should be weighted by the solid area ratio, p/p. = A,/A = +.
Equating the solid area and volume fractions is a common practice following
from the statistical argument that for many randomly arranged particles, each
plane within a volume element interjects the same solid area. This behavior for
p can be more rigorously justified, but here we merely note that the limits ~ ~
O (no material) and ~ ~ 1 (solid material) are both sensible.

3. Formulation

Consider a cylindrical semi-infinite tube of arbitrary cross-section, filled with
powder and sealed at the origin by a piston, as shown in Fig. 2. The initial

~ 8 = (Cross Sectional Area)\Perinzeter

Figure 2. Schematic diagram of the problem.

conditions are uniform mixture density and zero pressure. At t = 0+ the piston
is moved impulsively to the right at a constant velocity UP. The resulting
material motion is assumed to be always and everywhere one dimensional. To
simplify the equations we transform to a Lagrangian coordinate system, whereby
the spatial coordinate z is replaced by the mass-weighted spatial coordinate
h. Then, incorporating the above results and assumptions, the dimensionless
equations for mass and momentum conservation become:

(2)

(3)

Here, A/f = u/u. is the Mach number, and the “tilded” quantities have been
scaled as follows: fi = Sop, h = h/if, and 1!= aot/lf. The reference quantities
if (the “friction” length) and a. (the longitudinal sound speed) are given by:

1–V($
lf = ——

i

3(1 – v) 1
ao =

~ IJs’ l+V ~’

with 6 the area-to-perimeter ratio of the cross section.

(4)
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4 D~)namj~ Compaction wit]] wa]~ friction

4. Results

4.1. Zero friction limit

In the absence of friction the second term on the right-hand side of Eqn. 3 does
not appear. The piston drives a steacly compaction shock (SW) into the powder,
whose speed M SWancl amplitude fisWare given by:

MI(I+m fi8w=+oMpMSu7F)‘ls”=2(1 –q$())

where Ml, = u~,/ao is the piston Mach number. In reality the shock has a finite

thickness which depencls on its amplitude (e.g., McAfee et al. 1989).

4.2. Quasi-static limit

This case corresponds to a wmishingly small piston speed. Over correspondingly
long time intervals Eqn. 2 survives intact but the left-hand side of Eqn. 3 is

negligible. Subject to the requirements that the initial piston pressure is zero
and that the powcler far upstream

fi(i, ;~) = 13({,O)e-”,

is undisturbed, an analytic solution emerges:

(b(i,@ = 1 –
(1 - (750)’

fi(i,i) + (1 – (&))‘

[ (+Mpi) -l].j(i, O) = #“(l – q$o) exp

(6)

(7)

The pressure and compaction fields, mapped back to the Eulerian frame, are
shown in Fig. 3. The wave is not truly steacly as the pressure is always rising.
But, due to the compaction law shape, the compaction field assumes a steady

profile x 51~ wicle following a start-up transient. The downstream state of the
developed frictional wave (~w) is fully compacted, so its (Eulerian) speed is:

(8)

4.3. General case

One expects the genera] sollltion, corresponding to nonzero friction and order

unity piston speecls, to involve a friction-attenuated shock. one maLy further

surmise that to a good approximation the problem can be divided into two
distinct regions: the leacling shock for which inertial forces dominate, and the
downstream flOJITin which frictional forces dominate. A perturbation solution
valid for short times, or equivalently, small friction coefficient (not presented
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in cluasi-static limit; ~. = 0.65, A; = 0.25.

here), finds the correction to the particle speed between the piston and the

shock to be time inclepenclent, which supports this notion. In this inertialess
approximation Ecln. 3 formally recluces to that for the cluasi-static limit, but
the initial piston pressure is the zero-friction shock pressure corresponding to
the prescribed piston speccl, ancl the solution extends only to the shock location
&W(~), at which point it is matched to shock jump conditions. There are now
two coupled first-order ODES that must be solved numerically. A phase-plane
analysis of the two equations, also not presented here, shows that below a critical
value of AIP, J4t,C,.;~= 1 —@O,the strength of the leading shock decays to zero
asymptotically. Above kfl)Cri~its amplitude decays to a finite value.

Fig. 4 compares the results of this inertialess approximation (again mapped
to the Eulerian frame) to the results of a full numerical solution. Their agree-
ment is remarkable, with respect to both pressures and shock location.
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Figure 4. Pressure for full problem; C#o= 0.65, A;= 1, Mp = 0.6, MpCrit= 0.35.
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6 Dynzm]ic compaction witfi wall friction

5. Wall ternperatrme

Heat generation at the wall can be cquatccI to the frictional work there: qW=
Wf = /J~q5(-a,,) u. The problem is simplified by noting that most of the heat

flux flows into the (metal) wall, and that the temperature distribution is, for
short times, confined to a thin boundary layer. The wall temperature is then:

Tw(z, t) = Two+ (A)(:bJ/”(’’T)’$~;(’’’”,,,
where bWis the wall l-lest-]>ellctratioll coefficient. After the leading shock passes
one may briefly assume a constant state. Then for a st~el wall and UP x 100
m/s, dTW/clt is of orcler 100 C/}/s. The melting temperature (247 C) is reached
in order 1 ps- the same time scale as the leacling shock rise. One expects
a melt layer to lubricate, decreasing further frictional resistance and energy
dissipation. The question of wall ignition may therefore depend strongly on the
difference between the melting and critical temperatures of the explosive.

6. conclusions

Without wall friction, an impulsively started piston drives a narrow compaction
shock through the tube. In the cluasi-static limit with wall friction a different

kind of compaction wave occurs whose width is proportional to the tu’be diam-
eter and inversely proportional to the friction coefficient. In general, both wave
types are present, and their interaction is such that the amplitude of the lead-
ing shock is attenuated. Nleglect ing inertia behind the shock yields an excellent
approximation to the wave structure. In a typical DDT test the rate of work at
the wall is sufficient to cause rapid melting and, possibly, ignition.
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The high resolution spectrum of NPF6 complements existing work on UFC and PuFc. Unlike these molecules, NPFC
has an unpaired spin, requiring a d~fferent mathematical formalism for analysis of the data than was used for the closed
shell molecule UF6. Like UFG,NpFC exhibits rotational manifold structure. Scalar constants for the molecule and some
examples & manifolds are presented here, and available constants are compared with those of LJFCand PuFC. o lwb
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INTRODUCTION

Measurement of the spectrum of the VSand v, + VSvibra-
tions of NpFc at high resolution yields values for the band
origins, rotational constants, and Coriolis constant for vs.
This work complements high resolution (resolution greater
than 0.005 cm- 1, studies done on pd?e and UFb. The Vj and

V1 + .v~ bands of NpF6 show characteristics typical of the
vibrational bands of the other octahedral heavy atom fluo-
rides. For these molecules, typically 11~ is small. Many
closely spaced rotational states are populated, resulting in a
spectrum with P and R branches extending to high values
of J. Low-lying vibrational states of nearly coincident fre-
quencies (1) result in clustering of hot bands in the Q branch.
Clustering of fine structure components within each rota-
tional state forms a distinct rotational band with a profile
dependent on J.

In UFC, these characteristics enabled exact analysis of the
spectrum in terms of the theory of Moret-Bailly (2, 3). In
the UFC VS band (4), all transitions from the vibrational
ground state with J values up to P(77), Q(9 1), and R(67)
were assigned and seven spectroscopic parameters were de-
termined; scalar quantities m, n, p, q, and v and tensor terms
g and h. These values allowed calculation of the molecular
constants B, <q, and r. and of vibrational and force field
parameters. Similarly, the UF6 v, + v~ band (5) yielded
five spectroscopic constants. The VSband of PuF6 has been
measured in detail (6), and appears to have discernible J
manifolds up to R(32), with distortion evident in higher man-
ifolds and in the Q branch. Scalar parameters of NpFb can
be compared with the other hexafluorides in the actinide
series, as summarized in Table III. The theory of Moret-
Bailly has been applied to a number of other spherical top
molecules (7).

The NPFGVSand u, + VSspectrapresentedhere exhibit J
manifolds,and are consistentwith the scalarpart of the theory.

NpFb has half-integral spin, unlike UFb and PuF6, so the exact
shape of the J manifolds, dictated by fine structure components,
is not anticipated to be the same as for the integral spin case

(8, 9). For this reason, we have restricted our analysis to deter-
mination of scalar quantities, and did not attempt to determine
tensor quantities from poorly resolved fine structure, pending
extension of the theory to properly treat octahedral molecules
with half integral spin (10).

The reduced resolution of the NpFe spectra relative to the
UF6 and PuFS spectra may also increase the difficulty of
distinguishing ground state fine structure from hot bands. By
analysis of the gross features of the spectrum, spectroscopic

parameters can nonetheless be determined, without reliance
on the fine detail of the J manifolds.

Actinide hexafluorides have many low frequency bending

vibrations which contribute to predominant population of hot
bands at experimental temperatures (1). Cooling technology
used to combat this hot band population in work done on
UFC and PuF6 used either nozzle expansion (4) or a static
low temperature sample (5, 6, 11, 12) with a long path length
compensating for low vapor pressure, as was used in these
experiments on NpFG. Measurements described here are the
first reported at resolution sufficient to resolve rotational
bands in NpFc. The Fourier transform infrared spectroscopy
used in these experiments does not provide the high resolu-
tion attainable with diode laser spectroscopy (4, 5, 12), but
allows acquisition of continuous spectra of large spectral
regions in a relatively short time, at a resolution adequate
to allow unique identification of rotational manifolds, as was
done for the v~ band of UF6 (13).

In the high resolution spectra of both Z/a and VI + Vj,

overall band contours are used to estimate the Coriolis cou-
pling constants. The ground state Q branch is presented and
discussed and a band origin is determined. Rotational mani-
folds in the R branch are presented. Approximate manifold
centers are found and used to obtain the band origin by

0022.-2852/96 S18.00
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regression on the best estimate of J assignment. Rotational
constants H and p are also determined from the least squares
fit to these manifold centers.

Spectroscopic constants m, n, p, and c~ determined for vs
are consistent with the frequency of 624 cm-’ determined

for the first reported infrared spectrum (14) of NpF6 and
with the Q branch maximum of 624 cm-’ and ~s found in
subsequent low resolution survey spectra (15).

Spectroscopic constants m, n, and p determined for v, +
VS are consistent with the reported Q branch maximum of
1274 cm-’ reported for this band (15).

EXPERIMENTAL

NpFb gas was prepared in glovebox isolation from NpOZ,
obtained from oxidation of metal of 99.99970 purity. Direct
fluorination at 400T with Fz containing no more than 5% HF
resulted in a yield of NpF6 between 85% and 95Y0. The sample
was subsequently distilled at –62V NpF6 gas was distilled at
–85°C (the available cold finger temperature) every 20 hr to
remove impurities. Thk corresponds to redistillation approxi-
mately every 100 scans. Predominant impurities are F2, HF,
CO, and CO*. Other impurities appear over several days, re-
sulting from reaction of NpF6 with other materials to form
SiF4, CF4, and other fluorinated hydrocarbons. A small amount
of COF2 is also seen, a product of the reaction of NpF6 with COZ
and CO. These impurities did not interfere with the spectrum
between 620 and 630 cm-l.

The apparatus consists of a 130mem Fourier transform
spectrometer (Model DA 3.002) and a 4-m cell with White
cell optics for variable path length (16, 17) designed to con-
ta.n radioactive materials. The net path length for these ex-
periments was 64 m, Data were obtained at a resolution of
0.305 cm-’ after Hamming anodization. Coaddition of 600

single scans was required to provide a signal to noise ratio

2.80-

2.16] II1,
1’

612.0 618.4 624.8 631.2 637.6
~m-l

FIG. 1. The complete PQR profile of NpF6 v,. The ground state Q
branch is visible as a sharp spike at 626.0 cm-’.

2.55’

1.96

1250.0 1260.0 127b.O 1280.0 1290.0
cm-l

FIG. 2. The complete PQR profile of NPF6 v, + vs. The ground state
Q branch is visible as a shurp spike at 1276.6 cm-’.

of 5 at 628 cm-]. The cell is thermostated and is stable to
within 2°C. Because a thermal gradient of as much as 5°C
can exist within the cell, temperature readings are an average
over four positions along the length of the cell, Data on V3
were taken at 203 K, at 110 * 8 pTorr (14.6 * 1.1 mPa)
of pressure. Data on VI + V3 were taken at 240 K, at 220
t 4 vTorr (29.2 + 0.5 mPa) of pressure. Under these condi-

tions the NpF6 was stable for several days.

RESULTS AND ANALYSIS

Overall Band Contours

The rotational profile of the NpF6 .vq band extends from
612 cm- 1 to 638 cm-’, and shows PQR structure, as shown

in Fig. 1. The F’QR structure of the VI + VSband, between
1255 cm-l and 1285 cm-l, is shown in Fig. 2.

At the .V3experimental temperature of 203 K, only 5.6%
of a contour results from ground state absorption, and
13.3% from a single quantum in any one of the three bending
vibrations, the rest arising from other hot bands.

The ground state Q branch of v? is visible in Fig. 3 as a
narrow peak at the most blue edge of the Q branch cluster,
with its origin at 626.0 cm-l. The &round state Q branch of

v] + V3 is also shown, a structure starting at 1276.5 cm-’,
isolated from the bulk of the Q branch cluster. The popula-

tion in the bending vibrations, and the 17.9% in the first
overtones of the bending vibrations and the combinations of
two bending vibrations, are clearly visible as maxima in the
Q branch cluster structures of both bands, as shown in Fig.
3, Hot band structure is particularly pronounced in VI + vs.
The bulk of the Q branch cluster is due to the remainder of
the population, in higher hot bands. Resolution of low-lying
J manifolds in the P branch is obscured by these Q branch
cluster hot bands.
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3.751

bwbw’ww
0.00

623.6 624.4 625.2 626,0 626.8
cm-l

2.561

1.02

I L
o.:;~

1277.6
cm-l

FIG. 3. The Q branch profilesof NpFGz+(above)and v, + v~(below).
Hot bands due to higher vibrationsare clearly visible at energiesbelow the
ground state Q branches.

The P and R branch contours are broad continua, as seen
in Figures 1 and 2, The fine peaks superimposed on this
continuous absorption are not noise, but are largely due to
resolved ground state rotational transitions. Some resolved
hot bands contribute to this structure. P branch manifolds
are somewhat obscured by these hot bands.

The Coriolis coupling constant, C3, can be estimated from
maxima in the P and R band contours, according to

P(.lmax)– R(.lw) = –4B(1 – g3)(kT/Bohc)’~ [1]

A good estimate of B is obtained by using the bmd length
determined by electron diffraction (18), 1.981(8) A for NpF6,
The P–R separation at 203K is about 9.13 * 0.09 cm-l,
giving a value of 0.19 for La. The major source of error is
in determination of the P and R band maxima. This C3value
is comparable to the values of 0.199 for LJF6 (4) and 0.191
for PuF6 (6), and to the value of 0.18 reported for NpF6 (15).

Analysis of Q Branches

The Q branches of the Vqand v, + Vqbands of NpFb are
shown in Figs. 4 and 5. The Q branch for v~begins at 626.00
cm-l and the Q branch for v] + V3at 1276.567 cm-l.

3.80
1

3.11

I

1.04

1

625.80 625.86 625.92 62i.98 626.04
cm

FIG. 4. The ground state Q branch of NpF6 u, shows definite band

head structure similar to that seen in Q branches of spherical top molecules

(Brock’s class ii).

Most of the Q branch cluster lies to the red of the band
origin in both the V3 and the v] + V3 spectra. The narrow
profiles of these Q branches indicate that AB~ is quite small
for NpF6, as it is for other actinide hexafluorides.

Estimation of Q branch origins is done by analogy with
spherical top Q branch structures given for molecules with
no unpaired spins (7).

The Vq Q branch exhibits band heads reminiscent of those
seen in spherical tops (7) (Brock’s class ii). The band heads
do not follow the anticipated spacing given by the equation
(7) v~ = dV(N + 1). A special structureless example of the
somewhat symmetrical case (Brock’s case iii) is consistent
with the observed violation of the v~ = aIV(A’ + 1) rule for
spherical top molecules. By analogy with the spherical top

1,1891

1.105

1.021

0.937

0.853j

o.;g~
cm-l

FIG. 5. The ground state Q branch of NpF6 V, + v~ shows structure
similar to that seen in highly asymmetric Q branches of spherical top
molecules (Brock’s class i),

83
Copyright @ 1996 by Academic Press, Inc



372 MULFORD

‘1.3441

- “1.0241

0.94474..
1279.04

~m-l

FIG. 6. The R branches of the NpF6 V3 and v, + V3 bands comprise

separated manifolds. Manifolds for J = 17.5 (partial) through ./ = 29.5

(partial) of NpF6 u, + V3 are shown,

case (either Brock’s case ii or iii), we take the Q branch
orig,in at the first peak, at 626,009 cm-’.

Similarly, the VI + u~ spectrum has a Q branch, shown in
Fig. 5, which resembles a highly asymmetric case (Brock’s
case i) in spherical tops, showing a structureless sharp rise near
the band origin. Structure is evident on the top and trailing
edge of the envelope. The origin is taken at the blue extreme
of the Q branch structure, at 1276.567 cm-].

Hot bands in both Q branch clusters are clearly separated
from the ground state Q branch, as shown in Figure 3, The
hot bands are red-shifted in both cases us and v] + vs and
cluster into single and multiple quanta of bending modes Vl,
v~, and Vc. This clustering is most pronounced in the VI +
Vq Q branch. This behavior is consistent with observations
in IJF6 and PuFC that red shifts are approximately propor-
tional to the absolute frequency of the mode (1).

In the v~ band, the first hot band is red shifted by about

0.4 cm- 1 relative to the ground state Q branch and subse-
quent hot bands appear in a progression of about this spacing
due to.clustering of vibrational frequencies in actinide hexa-
fluoride molecules (1). In VI + v~, ‘the shift is 0.55 cm-’.

Analysis of P and R Branches

Well-resolved rotational structure is evident in the P and

R bands, as shown in Fig. 6. Such structure is clearly evident
in the P and R branches of V3 between &l = 27/2 (J” = 25/
2) and Al = 81/2 (J” = 79/2), and in the R branch of v] +
u~ between M = 3/2 and M = 12512. In the R branches,
rotational structure is resolved into manifolds of octahedral
fine structure components. Unlike the cases of closed shell
octahedral molecules in which the locations of the fine struc-
ture components have been derived using a standard expres-
sion (2, 3), these clusters in NpF6 do not adhere to the known
patterns observed in those of the closed shell molecules (8,
9). Hence, we use a simplified expression, omitting explicit
description of fine structure:

uP,R=m+niW+pLf2 +.. .

+- hyperfine structure (tensor) terms within cluster, [2]

AND KIM

The scalar terms m, nkf, and pJZ2 in F,q. [2] specify positions
of the centers of gravity of the fine structure manifolds in
terms of any particular J state M’. For the R branch, M = J“
+ 1, and for the P branch, M = -J”. The tensor terms
describe the manifold structure itself.

For the octahedral closed-shell case of UF6, the last term
describes the structure of each particular J manifold in terms
involving the fourth order tensor quantities, the symmetry-
adapted fourth-order tensor coefficients (74) of Moret-Bailly
,(2). Resolved octahedral structure within a .l manifold is
unique to .1. In UF6, this allowed a definitive assignment of
J manifolds, and permitted the wawmumber of the center
of gravity of each observed manifold to be determined by
comparing the fine structure with the 74 tensor coefficients.
In NpF6 this method is not available, since the location of
fine structure components for molecules with an unpaired
spin are unknown.

In this analysis we derived the scalar constants m, n, and
p from rotational manifold centroids. The location of the
centroids was estimated, A value of J was assigned to each
manifold by estimating the displacement from the Q branch
origin.

The center of gravity of each rotational manifold is esti-
mated from the edges of the rotational manifold. Noting that
since Cq and C4 symmetry clusters are preserved (8) in the

spin 1/2 case, we take the location of the manifold center
to be approximately 2/5 of the manifold width. In spherical

tops, this estimate is increasingly accurate as J increases.
This practice will yield a fairly accurate rotational constant,
since the error in placement of the manifold center will be
nearly identical between manifolds, and will affect only the
intercept of the extrapolated line. In Vt, we take g, consistent
with the Q branch shape, to be negative (6), giving a center
closer to the low frequency edge of the manifold. A negative
g is assumed for VI + Vq. If g is :positive (6), manifold
centers will be raised in frequency by 1/5 of the manifold
width, producing a systematic error of 0.009 cm-] at low J,

and less than 0.018 cm- I throughout. ‘The most likely source
of error in the manifold centers comes from taking the wrong
edge of the manifold to be the positive side. A good estimate
of the error in the band origin is 115 of the spacing of the
rotational manifolds, or 0.018 cm– 1.This error is small com-
pared to the error that might be introduced by misidentifica-
tion of the .l value, about 0.09 cm-’.

The accuracy in the location of the manifold centers is
comparable to the deviations indicated in Tables 1 and 2,
The values determined for the manifold centers are fitted to
the scalar portion of Eq. [2] to determine the scalar values.
These assignments are supported by the expected agreement
between the calculated band origin amd the head of the Q
branch (used to establish the J assignment) to within the
possible error of 0.03 cm-’, and the good quality of the fit
to the scalar constants.

For .v~, a least-squares fit of R briinch manifold centers

84



THE v~ AND u, + v~ SPECTRA OF NpF6 373

TABLE 1

Frequencies of Manifolds in NpFe v~ R Branch

Y’ M frequency residual
v, cm-1 v ~i-J~.- v ~~l~o

12.5 13.5

13.5 14.5

14.5 15.5

15.5 16.5

16.5 17.5

17.5 18.5

18.5 19.5

19.5 20.5

20.5 21.5

21.5 22.5

22.5 23.5

23.5 24.5

24.5 25,5

25.5 26.5

26.5 27.5

27.5 28.5

28.5 29.5

29.5 30.5

30.5 31.5

31.5 32.5

32.5 33.5

33.5 34.5

34.5 35.5

35.5 36.5

36.5 37.5

37.5 38.5

38.5 39.5

627.234
627.325
627.413
627.498
627.581
627.661
627.757
627.856
627.952
628.032
628.117
628.200
628.288
628.394
628.484
626.562
628.650
628.741
628.828
628.929
629.026
629.098
629.180
629.266
629.361
629.438
629.529

0.005
0.007
0.005
0.001

-0.005
-0.015
-0.008

0.002
0.009
0.000

-0.004
-0.010
-0.010

0.007
0.008

-0.002
-0.003
-0.000
-0.002

0.011
0.020
0.003

-0.003
-0.005

0.002
-0.009
-0.006

39.5 40,5 629.624 0.001

constant n obtained is 0.0868 k 0.0004 cm-], with a first
linear centrifugal distortion constant p of (–2,9 ~ 0.7) x

10-5. The least-squares analysis gives a band origin at
1276.564 t 0.004 cm-l, which differs from the observed
origin of 1276.567 cm–l by 0.003 cm–l. This difference is
less than one spacing, 0.086, indicating a correct choice of
J assignment, and less than 1/5 of the spacing, 0.017 cm-’,
indicating a correct choice of the sign of g. Measurement of
band centers assuming a negative value of g would yield a
band origin at 1276.576 t 0.004, differing from the head
of the Q branch by 0.009 cm-*. No attempt was made to
analyze the P branch of the VI + V3 band.

SUMMARY

Spectroscopic values determined for the NpFG V3 and VI
+ v~ bands are summarized in Table 3, The spectra of these

bands do not adhere to the tensor theory for closed shell
spherical tops, but do form clusters very similar to bands
for closed shell spherical tops, consistent with the spin-orbit
term making a small contribution to the rotational Hamilto-
nian for such a massive molecule. As well as the unpaired
spin, the fine structure may be disrupted by an internal per-
turbation or by interference from other near-resonant vibra-
tions.

TABLE 2
Frequencies of Manifolds in NpFb VI + us i? Branch

M frequency residual M frequency residual
v, cm-l Vobs.- Vcalc. v, cm-l vobs.- v CdC,

was made for rotational manifolds between M = 27/2 (J” =
25/2) and M = 81/2 (J” = 79/2). The analysis yields a mean
rotational constant, n of 0.0903 t 0.0014 cm– I and a linear
centrifugal distortion term, p, of (–3. 1 ~ 2.5) x 10-5 cm-1.
Extrapolation to .l = O gives a band origin of 626.015 ~

0.017 cm-l, which compares adequately with the observed
Q branch maximum at 626.009 cm-’.

The V3P branch manifolds were difficult to identify, and

were distorted and obscured by hot bands. Location of mani-
fold centers was approximate. Nonetheless, a large enough
number of P branch manifolds were identified to adequately
define molecular constants. Analysis of 42 P branch mani-
folds between J = 912 and J = 11312yields a band origin

of 626.015 ~ 0.009 cm-l and a rotational constant of 0.1011
A 0.0003 cm– 1. P branch data are sufficiently less accurate
than R branch data to be discounted in determining molecular
constants.

The VI + v~ band R branch is analyzed between M = 3/

2 (Y’ = 1/2) and&l= 103/2 (J” = 101/2). The mean rotational

8.5

1.5 1276.704
2.5 1276.800
3.5 1276.677
4.5 1276.960
5.5 1277.047
6.5 1277.127
7.5 1277,203
6.5 1277.266
9.5 1277.375

10.5 1277.460
11.5 1277.550
12.5 1277.635
13.5 1277.722
14.5 1277.612
15.5 1277.902
16.5 1277.967
17.5 1278.070
18.5 1278.156
19.5 1278.252
20.5 1278.341
21.5 1278.420
22,5 1278.506
23.5 1278.587
24.5 1278.679
25.5 1278.763
26.5 1276.851
27.5 1276.936
28.5 1279.012
29.5 1279.104
30.5 1279.192
31.5 1279.273

0.010
0.019
0.009
0.006
0.006

-0.000
-0.011
-0.014
-0.012
-0.013
-0.009
-0.010
-0.009
-0.005
-0.001
-0.002
-0.005
-0.005

0.005
0.009
0.002
0.002

-0.002
0.004
0.003
0.006
0.005

-0.004
0.003
0.006

32.5
33.5
34.5
35.5
36.5
37.5
38.5
39.5
40.5
41.5
42.5
43.5
44.5
45.5
46.5
47.5
48.5
49.5
50.5
51.5
52.5
53.5
54.5
55.5
56.5
57.5
58.5
59.5
60.5
61.5

1279.382
1279.450
1279.533
1279.617
1279.700
1279.793
1279.869
1279.946
1260.035
1260.127
1280.204
1260.267
1280,364
1260.449
1280.525
1280.605
1280.697
1280.790
1280.889
1280.964
1281.097
1261.210
1281.302
1281.399
1281.501
1281.598
1281.695
1281.784
1281.877
1281.971

0.006
0.009
0.007
0.006
0.004
0.013
0.004

-0.002
0.001
0.008
0,001

-0.021
-0.008
-0.007
-0.015
-0.020
-0.012
-0.003

0.012
0.023

0.002 62.5 1282.064
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TABLE 3

Scalar and Coriolis Coupling Constants for Actinide Hexafhroride Molecules

molecule uF6a Ul?bb NpF6c NpFfjc PuF#
mode V3 V1+V3 V3 V1+V3 V3

(cm-l ) (cm-l ) (cm-l ) (cm-l ) (cm-l )

constant
m 625.70178(7) 1294.3278(3) 626.015(17’) 1276.564(4) 619.7610(14)

n 0.0892061(16) 0.0891 65(4) 0.0903(1 4) 0.0868(4) 0.09238(1 1)

P -3.978 (5)x10-5 -8.40 (4)xI 0-5 -3.1 (2.5)x10-5 -2.9(7)x1 0-5 -6.0( 5)x10-5

0.199(2) 0.189 0.191

a Aldridge, et. al., reference [4].

b RS McDowell, W Riesfeld, et. al., reference [5].
c this work.
d KC Kim, et. al., reference [6].

The experimental data allow us to discern some of the

spectral characteristics of NpF6 and compare them to other
acl.inide hexafluorides. However, the moderately high reso-
lution, the spectral complexity brought about by the overlap-

ping hot bands, and the altered fine structure positions all
restrict analysis to determination of scalar quantities.
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Abstract

Sound speeds, at pressure, and the overdrive Hugoniot have been measured
for the plastic-bonded explosive PBX-9501. These two curves intersect at the

CJ state because of the sonic condition -D = c + u. This permitted a novel
determination of the “thermodynamic” CJ pressure. A value of 34.8+ 0.3 GPa
was obtained. The data permit a direct experimental determination of the
isentropic gamma, 7S = —(~ in P/d in V)s, and the Griineisen parameter,
-y = V(8P/6’E) v, in the overdriven pressure range. Some thermodynamic

relations about an equilibrium CJ state are obtained.

47.40 .-X

Typeset using REVTQX

*This work supported by the U. S. Department of Energy.

8!3



L I?YTR,ODUCTION

Plane-wave Chapman-Jouguet (CJ) detonation experiments have been used extensively
to study detonation physics and the equation-of-state (EOS) of detonation products (DP).
These experiments can be readily diagnosed and are amenable to numerical modeling. The
difficulty these experiments present is that the reaction-zone hydrodynamics and the EOS
hydrodynamics are intimately coupled. In analyzing these experiment son eisrequiredto
choose compatible reaction-rate and EOS models to simulate experiments. Choosing a
different reaction model, e. g., a fast andslow two-rate model versus asingle-rate model,
would require a different EOS to duplicate the experimental results. As a ccmsequence these
experiments can’t uniquely determine reaction-rate and EOS models.

In this paper we will describe experiments that decouple reaction-rate effects from EOS
effects to the maximum extent possible. To accomplish this we utilize overd:riven-detonation
(OD) states. These constant states can be accurately measured with techniques that have
been used successfully to characterize inert materials. In addition, sound waves can be
propagated through these constant states and their velocity of propagation measured, again
using techniques that have been applied successfully to inert materials. Since sound velocities
can be measured with the same precision as the detonation velocities, derivatives on the EOS
surface can be determined to the same accuracy as the EOS surface. The results obtained
are independent of EOS models and their accuracy depends only on the inherent precision of
the experimental measurements. The sound-speed measurements allow direct determination

of the adiabatic gamma. Knowledge of the OD Hugoniot and sound-speed curves allow

calculation of the Gruneisen gamma, also a thermodynamic variable of significant interest.
The combination of sound-speed and OD I-Iugoniot data allow a novel cletermination of
the CJ pressure. We use the sonic condition, D = c = u (the detonation velocity is the
sound speed plus the particle velocity), that exists at the CJ state. Tci determine this
“thermodynamic” CJ state one simply locates the intersection of the c + u curve with
the OD Hugoniot in the shock velocity-particle velocity plane. Because the velocities are
measured with 1-2 YO precision the “thermodynamic” CJ pressure can be determined with
excellent precision using thermodynamic states that are essentially decoupled from reaction-
zone effects.

11. DETONATION HUGONIOT USING
A COIWTANT-~s MODEL

Before we describe details of our experiments it is informative to discuss general features
of overdriven detonations and sound-velocity variations along these curves. For shock waves
with a steady profile propagating into a material at rest conservation of mass, momentum
and energy gives the Itankine-Hugoniot equations [1].

PO%= P(% – up), (2.1)

P – PO= pQu,up, (2.2)

E–E(J = ;(P+RJ)(VO–V). (2.3)
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These equations relate the pressure, P, specific internal-energy, E, and specific volume, V,
behind the shock to those same quantities in front of the shock in terms of shock velocity
us and particle velocity UP (or just u); The initial-state parameters represented by p., P.,

and llo are often referred to as the centering point of the Hugoniot. For our calculations we
will make the usual assumption for condensed explosives that P. is negligible relative to OD
Hugoniot pressures. Measurement of any two of the variables P, V, E, u., UP with the above
equations is sufficient to determine the remaining variables. Equations (2.1) and (2.2) can
be combined to give

J?:u: = (f’ – .F’o)/(vo – v), (2.4)

U;=(P– F’O)(VO -V). (2.5)

To illustrate features of detonation Hugoniots we will use a constant-~s EOS [2] given

by

E–EO=
Pv

—-Q, (2.6)
~s–1

where Q is the constant heat of detonation stored in the explosives per unit mass and ys is
the adiabatic gamma defined by the relation,

()dln P

7s=– dlnv s“
(2.7)

For the constant-~s EOS, the adiabatic gamma is a constant and is equal to the ~s in
Eq. (2.6). In general, this is not necessarily the case. Eq. (2.6) has far-reaching consequences.
In fact, given the initial density POand a CJ state (ucj, P,j), the detonation Hugoniot curve
and the sound speeds along it are completely specified. The parameters in Eq. (2.6) are
completely defined by these conditions. There is no flexibility to fit real data away from

the CJ point and the resulting forms do not fit the data. The chief advantages of this
EOS are the resulting simple analytic equations and the qualitatively correct features of the
detonation Hugoniot and sound-speed curves.

With constant-~s EOS (Eq. (2.6) and Hugoniots Eqs. (2. 1–3)) the OD Hugoniot for this
EOS can be determined

Igj -+ u;

“ = (1 - ~2)up’
(2.8)

where p2 = (7s – 1)/ (ys + 1) and u~j = 2K2Q. For the Hugoniot shown in Fig. 1 we chose
EOS parameters that approximate the behavior of PBX-9501 at the CJ state. The values

used were CYS= 3, Q = 4.84 kJ/g, and PO = 1.835 g/cm3. The OD Hugoniot has positive
curvature over the entire particle-velocity range and a minimum detonation-velocity at the
Chapman-Jouguet (CJ) state where sonic flow D = c + u exists. The zero slope at the CJ
state is a common feature of all detonation Hugoniots and is a consequence of the sonic
condition at this state. (See Appendix A.) The derivative of US(Up) is given below.
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FIG. 1. Detonation Hugoniot and sound-speed curves for the constant-~s model,

du. 1 – (ucj/up)2—=
duP ~–p2 “

(2.9)

The location of the minimum, the CJ state, is given by u; = u~j = 2P2Q = D2/(~s + 1)2 =
(2.20krn/s)2, and u, = D = 8.80 km/s. From Eq. (2.2) the pressure along the detonation
Hugoniot is

At CJ -PCj = 2pOu~j/(1 –
calculated using Eq. (2.1).

~~

~ = Po(dj + @/(1 – ILJ2). (2.10)

p2) = poD2/(YS + 1) = 35.5 GPa. The sample strain can be

(1 - V/~)= (1 - ~2)U~/(U~j + U;). (2.11)

At the CJ state qcj = l/(vs + 1) = 0.25 and the large-strain limit is q = 2/(7s + 1) = 0.50.
The physical strain-domain for the OD Hugoniot is from 0.25 to 0.50.

By plotting the detonation Hugoniot in the US-UPplane one can identify three distinct
cases for various values of detonation velocity. For detonation velocities less than the CJ
detonation-velocity, e. g., u, = 8.0 km/s, no solution exists, because the horizontal line u. =
8.0 km/s doesn’t intersect the detonation Hugoniot. For u, = D, the CJ detcmation-velocity,
only one solution exists at the CJ state. For detonation velocities greater than D, e, g.,

us = 9.2 km/sj two solutions exist; a solution labeled W, that lies on the weak-detonation
branch of the Hugoniot and a solution labeled S, that lies on the strong-detonation branch
of the Hugoniot.

In this paper sound speeds along the detonation Hugoniot are of particular interest. For
the constant-~s EOS sound speeds can be calculated from the following equation.

()8P
B~=–V ~ = pcz = 7SP,

s
(2.12)

which was derived by noting the energy variation along an isentrope is given by d13 = –F’dV.
From Eqs. (2.8) and (2.12) one can obtain an expression for the sound speed along the
detonation ?dugoniot.
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c2=7s(u:j+p%:)/(1 –p2). (2.13)

Aplotofthe Eulerian sound-velocity c+uisgivenin Fig. l. Atthe CJstate c=ySuCj, hence

c + u = D = uCj(TS + 1). Because the sonic condition exists at the CJ state, the intersection
of the c + u curve with the detonation Hugoniot provides a novel method to determine CJ
states. The CJ state determined using this approach is labeled the ‘%hermodynamid’ CJ
state, because the intersection of two thermodynamic curves is used to determine the state.
The slope of the c + u curve in the wave velocity-particle velocity plane is given by

4C+’%) =1+ (
1/2

YSP4
2

‘P

duP (1 - ~2) (u~j + P2u~)
)

(2.14)

At the CJ state d(c + uP)/duP = 1 + (YS – 1)/2 = 2, where tan-l 2 = 63 deg. This large
angle of intersection allows the CJ state to be accurately determined. The large intersection
angle between these two curves is typical of any reasonable EOS model used to describe
detonation-product behavior.

It is apparent from the relative position of the u, and c + u curves in Fig. 1 that the
flow is supersonic in the weak-detonation branch, because u, > c + u. Similarly, the flow
is subsonic in the strong-detonation branch, because us < c + u. Only at the CJ state is
the flow sonic, where us = c + u. These relationships are true for all detonation-product
Hugoniots.

The Lagrangian velocity is another thermodynamic variable of interest. In the sound-

speed experiments that will be described later, it is the ratio of the Lagrange sound-velocity
to the shock velocity that is directly measured. The Lagrange sound-velocity is given by
po~c = pc, Z. e., it is the velocity the wave must have in the uncompressed material to
traverse mass points equivalent to those the real wave encounters. For the ccmstant-ys EOS
‘c is given by

(U:j + U;)2

‘LC)2= (1 ‘~2) (U~j + f12U~) “

At the CJ state U.j (TS + 1) = ‘c = c + u = D. These three
state. The slope of the Lagrange sound-velocity curve is

(2.15)

curves only coincide at the CJ

dLc 2,UP (U~j + up

(

p2 (Igj + u;)

dup = (1 ‘~2) ~ (U:j + ~2ZL;) 2- (U:j + ~2U;) )

(2.16)

At the CJ state the Lagrange sound-speed slope is dLc/duP = (VS + 1)2/27s = 8/3, where
tan-l (8/3) = 69 deg. The derived slope for dLc/duP was specific to the constant-~s EOS. A

general derivation for this slope at the CJ state for a generalized EOS is given in Appendix A
(Eq. A21). The derived general relationship is

(2.17)

Fig. 1 graphically illustrates the interrelation of the thermodynamic variables important
to our experiments. Even though the specific behavior of the variables was for the constant-
~S EOS, the general relationships discussed are true for any EOS. At the CJ state some

93



very special relationships/conditions exist. In particu~ar it divides the weak-detonation
branch from the strong-detonation branch. However, there is nothing anomalous from an
EOS perspective. The thermodynamic variables are well behaved on both branches of the
detonation Hugoniot. In general this is true for any welL behaved EOS.

111. EXPERIMENTAL—OVERDRIVEN DETONATIONS

The PBX-9501 used in these experiments was fabricated by group M-1 of the Los Alamos
National Laboratory. The samples were standard pressings [3] with the standard composition
95 wt% HMX/ 2.5 wt% Estane/ 2.5 wt% BDNPA:BDNPF eutectic. The Hugoniot-sarnple
densities were 98.7 % of the theoretical density 1.860 g/cm3.

Samples used for the Hugoniot experiments were 16 x 22 x 5mm. The lateral dimensions
are chosen large enough to ensure lD waves. The 5 mm dimension is large enough to get the
desired precision but not so large as to allow overtake from the rear of the flyer plate used to
generate the pressure. Most of the Hugoniot data were generated by conventional methods
[1]. Typically six explosive samples were mounted on a 5 mm thick 6061 aluminum base
plate along with two standard samples. The pressure was generated by an explosively-driven
stainless-steel flyer that impacted the base plate. Two experiments used tlhe direct-impact
Hugoniot (DIH) technique [4]; here, the plate directly impacts the unknown samples. Two
experiments were performed with the base plate in direct contact with the driving explosive
(composition-B and PBX-9501). These did not overdrive the detonation and were not used
in the fitting procedures. The Hugoniot samples were ideal for density measurements. The
density for these samples was 1.836 + 0.002 g/cm3, with the maximum and minimum values
less than twice the standard deviation. Densities were not measured on the sound-speed step
wedges, we relied on the similarity of the initial material and the fabricaticm techniques.

The results for each of the individual samples are shown in Fig. 2. Arrival times are
indicated by light from gas gaps on the surface of samples (sometimes the sample is covered
by a thin aluminum layer–a shim) and adjacent reference surfaces. Corrections for the
time to compress and ~ash the gas in the gap were significant. A typjcal flash gap is
0.08 mm thick, about 2% of the sample thickness. Ordinarily the symmetry between the
reference and sample flash-gaps causes this correction to cancel out, but for the unshimmed
explosive-samples this symmetry is lacking. The DIH experiments were done as an add-on
to the sound-speed experiments. They were not as well centered as the samples with the
underlying base-plate. The samples were thinner. The DIH experiments do not begin with
a clean shock. The gas trapped between the flyer and sample introduces an early wave into
the sample. This perturbation is minimized by filling the intervening space with helium or
hydrogen. The DIH experiments have the advantage of requiring only the Hugoniot of the
flyer for analysis. In the base-plate (BP) experiments we require the cross-curve (second-
shock Hugoniot up and isentrope down from the initial state of the BP) of the 6061 aluminum
used for the base plate. This has always had the question of high-pressure eli~stic-plastic flow
associated with its use. However, aluminum is a reasonable impedance-match to I?BX-9501
and excursions from the initial state of the aluminum are small. The agreement between
the two different techniques is satisfactory.

For an explosive, in contrast to an inert, the final shocked-state is not chemically the same
as the initial state. We believe the Hugoniot states we have measured are representative of
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FIG. 2. Raw Hugoniot data. Two or more PBX-9501 samples were placed on each experiment.
Samples were in pairs. One had a shim and the other released directly into the flash-gap gas. When

a gas-like EOS was used for the release into the flash-gap the correction for the finite thickness

of the gap brought the two samples into agreement as shown in the figure. The results from the
shimmed samples are indifferent to this choice. The result for the shimmed sample at UPN 3 was

flawed by a bad reference trace. It was discarded from the averages.

detonation products and not of unreacted explosive. The POP plot [5,6] indicates a run to
detonation distance of 0.4 mm at 25 GPa with an extrapolated run to detonation of 0,2 mm
at the CJ state of PBX-9404/PBX-9501. Another indication that the shocked states resulted
in the creation of detonation products was the nature of gap corrections required to get the
same detonation velocities between explosive samples that were shimmed and unshimmed.
To get the same detonation velocities a free-surface velocity characteristic of a gas needed

to be used rather than a solid free-surface velocity that was approximately equal to twice
the Hugoniot particle-velocity.

Another concern is whether the measured detonation velocities represent steady-state
velocities. Davis [7] measured detonation-velocity transients in PBX-9404 and Composition
B-3. Over the distance range 18-200 mm the measured detonation-velocity in PBX-9404
was constant and equal to the steady-state detonation-velocity. The experiments were ini-
tiated with a Baratol plane-wave lens. For Composition B-3 the departure of the measured
detonation-velocity from its steady-state value was still appreciable after 80 mm of run. In
the overdriven Hugoniot measurements of Kineke and West [8], no detonation-velocity vari-
ation was observed within experimental error for samples ranging in thickness from 0.5 to
2.0 mm. This was true for all the explosives (Baratol, TNT, Composition B and PBX-9404)
studied. Similarly, Green et al. [9] measured overdriven detonations for LX-07, LX-17, PBX-
9404 and RX-26-AF. Their results for PBX-9404 are similar to ours, and lie slightly above
our data in the US-UPplane. The average shock-velocity for the first 2.8 mm of run was

within 1YO of the detonation velociljy measured from 2.0 mm to 4.8 mm run distance. In
light of these results we feel safe in using samples 5 mm thick. Thicker samples would be
desirable but these run into overtaking-wave problems from the rear of the flyer.
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TABLE I. PBX-9501 Hugoniot Data.

Exp. I.D. n’ ud (km/s) UP(km/s) us (km/s) ~ (g/cm3) P (GPa)

8C4382 2 2.51b 1.905+0.010 8.783%0.044 2.35 30.7

8C4326 2 2.75b 2.1O!HO.O11 8.724k0.044 2.42 33.8

8C4308 2 3.41 2.655+0.013 8.879+0.054 2.62 43.3

8C4332 1 3.84 2.996+0.015 9.108+0.045 2.73 50.1

8C4306 2 4.38 3.429+0.017 9.420+0.047 2.89 59.3

8C4819 3’ 4.69 3.485+0.017 9.458+0.081 2.91 60.5

8C4383 2 4.79 3.754+0.019 9.654+0.048 3.00 66.5

8C4808 3C 5.55 4.114+0.071 10.087+0.050 3.11 76.4

8C4304 2 5.38 4.206+0.021 10.112*O.O5O 3.14 78.0

8C4331 2 5.88 4.601+0.023 10.424AO.O52 3.28 88.0

8C4325 2 5.97 4.671+0.023 10.495+0.052 3.30 89.9

8C4305 2 5.98 4.673+0.023 10.543+0.072 3.29 90.3

‘The number of samples averaged for this result.
bThis is an equivalent ‘Ud. These were in-contact experiments with BP pressures of 35.6 and

40.1 GPa respectively.
CDIH experiments. It takes more Ud to get to the same pressure.

Averaged points are given in Table I and will be plotted later along with the measured
sound-speeds. The quoted errors arise from estimated errors in film writing-speed, sample
dimensions, and reading the film traces; with the latter being the primary source. This
usually results in a rather optimistic error bar. The primary indication of some unknown
underlying error is erratic film traces. Scatter between similar samples also indicates this.

When these two sources indicated a larger error we kept it. The optimistic error bars were
increased to 1/2Y0 when they fell below this threshold. The intervals should be regarded as
the one sigma level. Errors in measurements on the standard samples translate into errors
in UP in this table. (The ud, have relative errors similar to UP; we omitted them from the
table.) The original optimistic error bars are shown in Fig. 2 if they are large enough to
extend beyond the data symbols.

The standard state (z. e., the pressure in the base plate or the flyer velocity) was de-
termined by measuring u. in BP material on BP experiments. In DIH and sound-speed
experiments a “u~” was measured. In this method [1] a bar of material (usually the same as
the flyer or BP) is impacted by the flyer. On the impact side channels ar~ecut in the bar.
The differential time between the flyer velocity ud in the channel and the u, in the shoulder
of the channel with the known EOS of the bar yields the standard state for the experiment.
On a few experiments the standard state was determined by multiple flash-gaps in a stack
of PMMA layers.

Table II gives parameters defining the EOS of standard materials used in these experi-
ments. A linear u, (up) and constant p~ were used. (Above 24 GPa a segmented fit for PMMA
was used.) The standards used are probably accurate to 0.5–1 .0% in u, and 1.0–2.0% in P,
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TABLE II. EOS parameters of standard materials.

Material s 70
(g/;m3) (k~/s)

A16061 2.703 5.288 1.3756a 2.14
SS316 7.960 4,464 1.544 2.17
PMMA 1.186 2.65 1.494

aWe don’t know s this well, but this number was used.

IV. EXPERIMENTAL—SOUND VELOCITIES.

Sound velocities in overdriven PBX-9501 were measured using a rarefaction overtake
technique as described by McQueen et al. [10]. This technique will be summarized here.

This technique measures rarefaction-wave velocities in a shocked material, and relies
upon the fact that the leading release-wave travels at the longitudinal sound-velocity in a
solid, followed by a wave traveling at the bulk velocity. In a fluid, the leading wave travels
at the bulk velocity. The experimental geometry for such measurements is shown in Fig. 3
for the case of an opaque target-material. A relatively thin flyer impacts the target material

with a velocity ud, sending shocks forward into the target, and backwards into the flyer.
In front of the target is a transparent analyzer-material, chosen for its high density and
ability to radiate like a black body when shocked. When the shock wave that is moving
forward into the target reaches the target/analyzer interface, the analyzer emits light due
to the high temperature that occurs just behind the shock front. This light is detected with
photo-multipliers through optical fibers and collimators. The collimators were designed to
collect light from a small area (approximately 1 mm2) to insure a sharp rise in the light
output. When the shock that is moving backwards in the flyer reaches the rear surface of
the flyer it is reflected as a rarefaction wave, which is now moving forward. This wave is a
simple centered-release wave, and is shown in Fig. 3 as a fan. The release wave traveling
at the local sound-speed in both the flyer and high explosive will eventually overtake the
shock that is moving forward into the target/analyzer, because the states being studied
are on the strong-detonation branch of the Hugoniot. It is evident from Fig. 3 that there
is a time interval, equal to the round trip time in the flyer, that gives the high explosive
a chance to equilibrate any transients that are present before it is probed by the release
wave. When overtake occurs in the analyzer there is a discontinuity in the slope of the
light intensity versus time curve. This allows the time at which overtake occurred to be
accurately determined. For explosives there is the complication that as one approaches the
CJ state from overdriven conditions the sound speed approaches the detonation velocity,

and the overtake ratio becomes very large.
In the spectral and temperature range where the PM tubes are operating, the radiation

intensity is proportional to something greater than the fourth power of the pressure. Conse-
quently, one has a very sensitive way to detect wave arrival. In contrast, if one were to use
a VISAR (measuring u(t) at an interface via interferometry) the signal varies linearly with
the stress amplitude associated with the release wave.

A stepped-target design was used for these experiments, allowing for several target thick-

nesses on a single experiment. This design is necessary for opaque target-materials. The
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FIG. 3. Impact of a 316 stainless-steel flyer plate on the layers PBX-9501/(2HBr3. The lines

(we are in a time-Lagrange coordinate plane) show the waves and interfaces resulting from a flyer
plate with a ud = 5.5 km/s impacting the PBX-9501. The solid lines assume bulk waves. In our
experiments the flyer does not melt and we needed to use the elastic release in the flyer. The path
dictated by this release is shown as a dotted line in the figure.

experiment is designed so that overtake will occur very close to the thickest step; for thinner
steps overt ake will occur in the analyzer material. The light signal as seen by the photo-
multipliers at each step consists of a sharp increase in light when the initial shock enters the
analyzer, constant light output for some time, and then a reduction in light output when

overtake occurs. A constant light level is detected as the shock moves through the analyzer
material because light output is only from the vicinity of the shock front, and light coming
from any appreciable distance behind the shock front is not seen (i. e., the shock front is
relatively opaque). Examples of these photo-multiplier records are shown in Fig. 4 for two
target thicknesses. These records are measured to determine At, the time between light

turn-on and light reduction due to the arrival of the release wave. These At values are
plotted against the various target-step thicknesses Zti as shown in Fig. 5 tc} obtain XO. This
is the distance at which overtake occurs.

Concern has been expressed about the linearity of At(xti). From Fig. 3 one sees that At
is the result of so~ving for the intersections of a finite [1I] number of waves and interfaces.
If reaction rates are very slow or very fast compared to the time sca~e of the experiment the
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FIG. 4. Two bromoform light traces from 8C4819. The traces were chosen to

character one sometimes has to cent end with in obtaining a At. Some crosstalk
is apparent. The early rapid rise from the shock at the local level and the break
arrives are readily distinguishable.
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FIG. 5. At(zti) plots. On 8C4819 one step wedge was covered with a high-clensity glass and
the other was covered with bromoform. The agreement in XO(9.03 + 0.08 and 9.11 + 0.12 mm
respectively) between the two different analyzers is excellent. The glass signal~s have a charac-
ter different than the bromoform (prelight, sometimes a pip from the H.E./glass interface, more
crosstalk), but shock entry into the glass and release arrival at the shock in the glass are usually
readily discernible. The slopes of the lines for these two different analyzers is the same; this is a
coincidence and was previously observed.
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slopes of these waves do not depend on the thicknesses of the layered materials. Solving
all the wave intersections then results [12] in a At linear with xt~. In the case of explosives
the detonation wave has a steady reaction-zone connected to the detonation. front. This, in
principle, can introduce a perturbation to the flow that produces a non-linear component
to the extrapolation process. None of our experiments exhibited a non-linear extrapolation.
This is probably due to the small size of the reaction zone [13,14] for PBX-9501.

The intrinsic accuracy of the experiment is enhanced because wave arrivals are measured
at several locations and then statistically analyzed. This is in contrast to the use of one level
for VISAR experiments. Also by extrapolating At to zero the effects of wave interaction
at the explosive/bromoform interface are eliminated. For single-level velocity measurements
using a VISAR, these interactions have to be addressed to calculate accurate wave-velocities
[15,16].

The above experimental technique allows the overtake distance XOto be measured. From
this we calculate the overtake ratio:

R = Xojxd

where xd is the flyer (driver) thickness. At exact

xd ,x~, xo

overt ake we have

X*
~+—+—=——

LQ Lq u~t

We define R; = ‘cd/usd and R; = ‘ctlust. The R*’s are state variables; they only

on the states achieved by shocks in the flyer and target. Then Eq. (4.2) becomes

1
—=1–*
R; Ru,d ()

1+$
d

For symmetric impaCtS u,t = u~d, ~ = l?; and Eq. (4.3) reduces to

R* = (R+ I)/(R– 1).

(4.1)

(4.2)

depend

(4.3)

(4.4)

The inverse of this for R has the self-similar form R = (R* + 1)/(R* – 1). Here the R-value
is sufficient to obtain ~ = ‘et/ust. For obvious reasons we do not have a symmetric impact
and we must use Eq. (4.3). We use a flyer material, type 316 stainless-steel, that has been
previously characterized so that we know R~(U.d), and u,t and usd are calculated from the
known Hugoniots of the flyer and target and the measured flyer velocity ud.

For these experiments the pressure range utilized is below the pressure range where sound
speeds were measured in 316 stainless steel, so we have used extrapolated l?; values. For
the longitudinal sound-speed we used c(km/s) = – 1.374 + 0.933p(g/ems) [17]. This is a
reliable procedure because of the observed linear variation of sound velocity with density
for stainless, and because the fit to the solid-stainless data is observed to extrapolate to
ambient sound-speed very well.

Experiments were performed using explosively-driven flyer plates. Large (12 in. diame-
ter) type 316 st airdess-steel plates were accelerated with a combination of plane-wave lenses
and booster explosives. The thickness of the plates and the explosive systems were varied
to obtain desired final velocities, and expected pressures in the PBX-9501 targets. Before
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TABLE III. PBX-9501 Sound-SPeed Data

Exp. I.D. xd ud Upt u~t P P R R; ‘Q c
(mm) (km/s) (km/s) (km/s) (GPa) (g/cm3) (km/s) (km/s)

3RO014 1.215 3.69+0.12 2.736 8.977 45.1 2.64 17.20&0.90 1.1717 10.52+0.11 7.31
3RO016 0.873 4.29+0.06 3.187 9.250 54.1 2.80 13.08*0.29 1.2351 11.43+0.07 7.49
8C4819 0.875 4.69+0.03 3.486 9.470 60.6 2.91 10.49*O.17 1.3097 12.40+0.06 7.84
8C4798 1.506 4.85&0.12 3.605 9.564 63.3 2.95 9.64+0.40 1.3461 12.87+0.21 8.02
3RO021 1.190 5.49+0.05 4.079 9.967 74.6 3.11 8.61+0.17 1.4034 13.99+0.13 8.26
8C4808 0.873 5.55+0.10 4.122 10.007 75.7 3.12 8.76*0.17 1.3937 13.95+0.14 8.20
8C4799 0.864 6.34+0.15 4.703 10.547 91.1 3.31 7.47+0.17 1.4967 15.79+0.24 8.75
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FIG. 6. Lagrange sound-speed data versus particle velocity. Weighted least-squares fit to data:

linear (solid line), quadratic (dashed line), and cubic (dotted line). The CJ particle velocity is
given by the intersection with the constant detonation-velocity determined from rate-stick data
(also solid line).
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doing experiments with P13X-9501 we found that our analyzer material (bromoform) dis-

solved the plastic-binder matrix for the HMX in the target material within a short time.
For this reason we placed a thin (.025 mm) layer of FEP Teflon on the surface of the target
that is exposed to the analyzer. This Teflon layer was also aluminized to make it opaque

and thus decouple light from the analyzer from the self light of the detonating PBX-9501.
This technique was found to work very well. We obtained photo-multiplier records that were
indistinguishable from those obtained for metals.

Experimental results are given in Table III. Values for U$ are those from the fitting
procedures given in section V. Pressures for these experiments range from 44 GPa to 91 GPa,
and over this range the data show linear variation with particle velocity. The data also show
linear behavior with density to within experimental error. Perfect linearity with particle

velocity implies a slight deviation from linearity in density and vice versa. For this set of

data one cannot choose one variable over the other. Also shown in Table HI are the error
bars assigned to the individual experiments. These error estimates take i:nto account all

known sources of error. The data shows an average deviation from the fit to density of
about 1.7Y0, which is consistent with our experimental error-estimates. The data is plotted
against particle velocity in Fig. 6. Also shown is the measured value for detc~nation velocity
[18], which is taken as D = 8.814 km/s.

V. DATA FITTING

There are two basic approaches discussed here to determine the CJ state from this data.
First is a polynomial curve fit to the ‘c data. The CJ conditions are then determined by the
intersection of this extrapolated curve with the measured value of D, the infinite-diameter
detonation velocity. The other method is to assume a general functional forlm for the equa-
tion of state and fit sound-speed, Hugoniot, and detonation-velocity data simultaneously.
One advantage of this approach is that all relevant data contribute to the least-squares
fitting process, and in addition a functional form for the Griineisen parameter is obtained.

Linear least-squares fitting to data is discussed in many texts. The functional form being
fit is given by

n

~c(up) = ~ Czu;. (5.1)
idJ

The CJ particle velocity is then found by solving D = ‘c(uP). Extrapolation of rate-
stick data yields a very precise value for Il. For PBX-9501 at a density of 1.832 g/cm3,

-D=8.802+0.006 km/s [18]. Measured detonation velocities are very nearly linear functions
of the initial density. Using a slope of 3.4 km/s per g/cm3 from HMX and RDX data, we
obtain a value of _D=8.814 km/s for PO= 1.8356 g/cm3, the average of the EOS samples.

Table IV shows the least-squares-fit coefficients for the n-values 1–3. The corresponding

values at CJ of up and 7S are given along with the an estimate of error in these V?lUeS using
the error matrix [19].

A convenient measure of the goodness of fit to the data is given by X2 where
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TABLE IV. Polynomial fits to the Lagrange sound-speed using Eq. (5.1), the corresponding

CJ values of u. and -ys, and x2/(N – r).

n co c1 C2 C3 7s up x2/(iV – r)

1 2.884 2.719 3.042+110 2.181+.059 0.877

2 3.868 2.182 0.072 3.161+.428 2.118+.181 1.059

3 4.804 1.403 0.285 -0.019 3.212+613 2.092&.262 1.410

4.0

2.0
1

1“’’’’’’’’’’”(1

l\ deviations from
the linear fit

1

b“””,1
I \! I I I

,0 2.0 3.0 4.0 5.0
up(km/s)

FIG. 7. Same as Fig. 6 except that the linear fit (except for a constant) has been subtracted
from all quantities to emphasize differences.

and yi is the i-th data point measured at the independent variable xi, &i is the value of the

fitting function at that point, and ffi is the standard deviation of that measurement. In this
case, g is ‘c, x is up, and ~ is the right hand side of Eq. (5. 1).

Estimation of an effective value of a is rather complicated and is described in detail in
Appendix B. Briefly, the two measured quantities, R and ud, have the estimated uncorrelated
errors described previously. These quantities are transformed into the relevant quantities ‘c
and UP. The transformation introduces correlation in the variables and there is significant
uncertainty in the independent variable as well as the dependent variable.

The best fit to the data was determined by minimizing X2 with respect to the parameters
Ci. The total number of fitting constants is given by r = n + 1. Statistically, the expected
value of X2 for N data points and r constants is N – r. In Table IV, we note that X2/ (N – r)
is near the expected value of 1.0 for all three fits. While the linear fit matches the data and
extrapolates to CJ conditions well, the higher-order fits merely increase the uncertainty of
extrapolation without giving a significantly better fit to the data. In this case, the linear fit
and error estimate give the only reliable values to use for this method of evaluating the CJ
conditions. Fig. 6 shows the data along with the fits and their intersection with D. Fig. 7
shows the same information with the linear fit (except for the constant term) subtracted
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FIG, 8. Overdriven Hugoniot data transformed to In P versus in p. Weighted least-squares fit

to data: linear (solid line), quadratic (dashed line), and cubic (dotted line).

from each curve.
The second approach requires a general functional form for the equation of state.

Eqs. (2.4–5) show that UP, us, and D (which is just the minimum value of us) are all
determined by F’~(V). If we add ~~~, the Griineisen parameter along the Hugoniot, we also
have ‘c (see Eq. (A13)). If we had a complete form for the Griineisen function, 7(P, V),
then Eq. (A4) with the Hugoniot curve would yield a global E(P, V).

Care must be taken in choosing functional forms to represent Ph(V)andYgh.We need a
good representation of the data with low-order fits. Otherwise the extrapolation to the CJ
conditions will introduce unnecessary errors. We assume ~~~ is slowly varying and that we

can fit it with the form:

(5.3)
j=o

The values b. = O and bl # Oyield the common approximation p~ = a constant.
For Ph, a relevant slowly-varying function is the adiabatic gamma, YS t= l?s/$’. A fre-

quent approximation is that this variable is constant, or slowly varying. We could integrate
~S to get a reference isentrope and use the Mie-Gruneisen form of EOS (i. e., Eq. (A4) with
the isentrope as the reference curve). This has the disadvantages of not having the reference
curve on the Hugoniot and strongly mixing the overdriven Hugoniot data and the sound-
speed data. We can consider a similar function on the Hugoniot, ~~ = 11~/P = din Ph/d in p.
If ~~ was constant, the overdriven Hugoniot data should fall on a straight line when plotted
as in F’~ versus in p. Fig. 8 shows the data in this plane and a least-squares fit by a straight
line. Fig. 9 shows the same graph with the linear fit subtracted from the d;ata. Also shown
are higher-order fits minus the linear fit. These linear and near-linear representations will
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FIG. 9. Same as Fig. 8 except that the linear fit (less the constant) has been subtracted from

all quantities to emphasize differences.

give a good form for extrapolation. So for the last equation needed for the EOS we adopt
the form

ln~~ = ~a~(lnp)i. (5.4)
i=o

Using the equations above, we perform a nonlinear weighted least-squares fit of ai’s and
bj’s to the data for Ph, ‘c, and D (the minimum value of u,). Powell’s method [20] is used to
find the minimum of X2 with respect to the parameters. Again, the estimated values of O’S
are determined by the method described in Appendix B. Table V shows the results for ys,

UP, and D at the CJ conditions for several values of n and m. Note that the higher-order
fits do not significantly decrease the weighted sum of squares of deviations from the data.
Therefore, the recommended values for the CJ conditions are those for n = 1, m = O. The
resulting CJ pressure is 34.80 + 0.27 GPa. Further entries in the table merely illustrate the
increased uncertainty if parts of the data sets are eliminated.

Since the fitting form is nonlinear (for % and D), an estimate of the probable error in
derived quantities is not as straightforward as for the linear case. Although an iterative
linearized formulation could be used, it is straightforward to numerically eva,luate the error
estimate using random sampling. Given the standard deviation of each experimental point
and a good estimate of the true value for each point, we can construct the probability
distribution, P(YI, yz, 0. “, y~), of obtaining a given set of data points in a repeat of the
experiment. Using the values (i from the fit as the estimate for the true values, then

(5.5)

Numerically choosing a random sample from this distribution, we obtain an artificially
repeated experiment. This “experiment” is then fit as described above to obtain the CJ
values of interest. Repeating the process 100 times, the distribution of CJ values is used to
estimate the standard deviation of these derived quantities.
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TABLE V. Fits and CJ values for various data sets.

data sets n m a. al a2 a3 b. bl D
2

?’SCJ UPCJ (N–r)

CL, PH, ~ 1 0 0.802 3.096 0.445 8.812 3.096+.026 2.151+.015 0.534

CL,PH

PH,D

PH

1 1 0.804 3.094 0.675 -0.722 8.812 3.094+.028 2.152&.016 0.567
2 0 0.843 3.012 0.042 0.460 8.812 3.08’7+.054 2.156+.029 0.570
2 1 1.038 2.625 0.231 1.388 -2.706 8.813 3.038+.099 2.1825c.054 0.583
3 0 2.209 -0.835 3.620 -1.099 0.497 8.813 3.003+.141 2.201+.077 0.580
3 1 1.966 -0.109 2.909 -0.863 0.729 -0.699 8.813 3.008+.240 2.199*.119 0.627

1 0 0.726 3,164 0.548 8.742+.064 3.164+.064 2.100+.047 0.478
1 1 0.727 3.164 , 0.555 -0.020 8.742+.066 3.164+.069 2.100+050 0.514
2 0 0.667 3.278 -0.055 0.537 8.737+.067 3.181+.092 2.090+.059 0.511
2 1 0.163 4.213 -0.486 -1.072 4.856 8.666+.179 3.370+.420 1.983+.207 0.528
3 0 -0.262 5.832 -2.390 0.709 0.535 8.712+.113 3.281+.379 2.035+.185 0.547
3 1 0.835 2.231 1.452 -0.627-1.566 6.349 8.670+.162 3.332+.459 2.001+.211 0.572

1 0.804 3.094 8.812 3.094+.027 2.153+.015 0.404
2 1.134 2.436 0.324 8.813 3.015+.096 2.195+.053 0.382
3 8.965 -20.38 22.34 -7.044 8.814 2.804+197 2.3173z,,115 0.306

1 0.728 3.163 8.743+.055 3.163+.060 2.100+.043 0.301
2 0.052 4.401!3 -0.581 8,650+.176 3.415+.440 1.959+.227 0.298
3 3.153 -4.253 7.478 -2.489 8.719+.328 3.135+1.04 2.109+.449 0.344

IrI Fig. 10 we see our preferred fit to the data (line 1 in Table V). As expected from the
small value of X2/ (IV – T-),the fit to data is quite good. The resulting Lagrange sound-speed
is very nearly a straight line. The two dotted lines demonstrate the effect c~fsetting ~~~ = O

(upper curve) and ~~~ = 1 (lower curve) with the same Hugoniot.
The sound-speed data are easily transformed to the adiabatic gamma ys using the fit

to the Hugoniot, the definition of ‘c, and Eq. (2.7). Note that the uncertainty in ~s is
dominated by the uncertainty in ‘c. In Fig. 11 we show how several fits compare with the
data. In addition, the resulting curves for ~~ are shown for the same fits. .A slowly-varying
YS is found over the range of interest. Likewise, the assumption of a slowly-varying y~

is also validated through the EOS connection between ~~ and ys, provided the Gruneisen
parameter y~~ is slowly varying. These dimensionless representations of the bulk moduli

on the Hugoniot and isentrope, ~~ and ~s, intersect at the CJ state due to the tangency
condition between the Hugoniot and the CJ isentrope. Another approach to finding the CJ
state would be to fit ~s and look for the intersection with this condition. In this plane, the
sonic condition D = ‘c, becomes YS = po/(p – PO). This function of p should intersect the
y~(p) and YS(p) curves at their common intersection. The result from the intersection of the

~ht w curves (a weighted fit liIW in P iS used for the latter) is w = 3.16*0.06. This is the
same result as line 7 in table V. Note that an unweighed fit to the data will give a higher
value for YS at CJ.

Similarly the Griineisen gamma y~~ can be determined from sound-speed data, using the
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FIG. 10. Shock-velocity (two-dimensional error bars) and Lagrange sound-speed (circle) data

versus particle-velocity. The solid lines are for the same quantities from our preferred fit. Dotted
lines are illustrations of the effect of setting ~9~=0 (upper curve) and ~~~=1 (lower curve) with the
same Hugoniot.

fit to the Hugoniot, the definition of ‘c, and Eq. (A12). Again the uncertainty in ~~~ is
dominated by the uncertainty in ‘c. From Fig. 10 it is also obvious that the uncertainty in

~g~ increases when the density approaches PCJ. In Fig. 12 we show how several fits compare
with the data. Although the error bars are relatively large, the trend is still consistent with
a slow variation in ~g~.
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FIG. 13. The slope uj (u) (solid line) from local running fits. The dotted lines indicate error
limits. The dashed line is the slope from our previous analytical fit.

A. Detonation Hugoniot Fitting
Without a Furxtbnal Form.

Least-squares fitting of experimental data is commonly done by assuming an analytic
function and optimizing the fit through a particular choice of adjustable parameters. De-
pending on the appropriateness of the analytical function the derivative of the function may
or may not accurately represent the data. An alternative approach is to have a running
local fit to the data with a level of smoothing compatible with the precision of the data.
A tabular function developed by C. A. Forest at the Los Alamos National Laboratory and
briefly described in Appendix C was used to fit the detonation-Hugoniot data in Table I
with particle velocities greater than the particle velocity of the CJ state. The slope u: of the
tabular function was set equal to zero at the ‘?.@J from our preferred fit, but the detonation

velocity was allowed to vary. The tabular function representing the slope of the detonation
Hugoniot is presented in Fig. 13.

‘The characteristic shape of the P13X-9501 detonation Hugoniot is graphically displayed
in this figure. The slope is zero at the CJ state and monotonically increases with increasing
particle velocity. The slope linearly increases near the CJ state and then gradually flattens
out at larger particle velocities to essentially a maximum slope. The general shape of u:
is common to other detonation Hugoniots we have studied (Composition B, PBX-9502,
and TNT). However, for some of these explosives the maximum asymptotic slope was not
attained over the particle-velocity range investigated. For these explosives there was still a

small non-zero slope to u:(u) at large particle velocities.
The dashed lines above and below the fitted curve represent the two-sigma error limits

at the 95% probability limit. The error limits are close together at the CJ state, because
of the slope constraint, and gradually increase at intermediate particle velocities. The large
error limits at the end of the data range occur because central centered differences can no
longer be taken over the usual interval. The other curve in Fig. 13 is the analytic fit shown
in Fig. 8.

From the figure we estimate an asymptotic slope for the OD Hugoniot of 0.95+0.10. The
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FIG. 14. The derivative u:(u) from the running fits. Error limits are shown.

RHS of the approximate relation Eq. (A33) then (with our best estimate fcm the CJ state)
predicts 2.50+ 0.3 for ‘c’(u). The measured value 2.712 falls within this range.

Menikoff and Plohr [21] define
alent to G = ~(1 i- dBs/dl’). Eq.

a fundamental derivative L7= –V.E~/213#. This is equiv-
(2.17) becomes

+& = (vo/vcj)Gc’j (5.6)

The slope of our sound-speed curve is closely related to their fundamental derivative, and
our measured ‘c’(u) implies ~ = 2.05.

In our data fitting we were able to choose analytical forms that adequately represented
the data. This just means the data doesn’t uniquely specify a particular functional form.
However, we do recommend that any functional form chosen duplicates the u~ shape given
in Fig. 13. This insures that both us and u: are smooth continuous functions, which are
necessary constraints to ,obtain thermodynamic variables that are well behaved.

In Fig, 14 the second derivative of the detonation Hugoniot is given. The tabular function

code was also used to calculate this curve. The curvature is a maximum at the CJ state and
monotonically decreases to zero at the end of the data range. The two-sigma error limits are
also shown and have the usual behavior at the constrained and unconstrained end points.
The exact relation (Eq. (A21)) gives 1.36 s/km at CJ. This is considerably larger than the
0.87+ 0.1 value indicated on the graph, This is not too surprising. There weren’t a lot of
points in the vicinity of the CJ state measuring the curvature.

W. DISCIJ’SSION

The CJ pressure (sometimes more appropriately called the detonation pressure) is an
important parameter used to describe the ability of explosives to accelerate metal plates.
Typical plane-wave CJ detonation experiments involve monitoring the motion of inert ma-
terials placed on explosives [22,23]. From these studies reflected-shock or release states
centered at the CJ state can be measured and used to ultimately determine the CJ state.



To determine these reflected detonation/release states the experimental variables (usually
uf~ or us) are extrapolated to zero plate-thickness from thicknesses large enough so that the
effects of the reaction zone are usually eliminated. Because of the smooth transition from
the reaction zone to the Taylor wave one can’t make this extrapolation reliably. One can’t

unambiguously identify where the reaction zone ends and the Taylor wave begins. Another
complication is that multiple rate processes are most likely involved that have yet to be char-
acterized. A manifestation of this fact is experimenters claim 1YO to 2% accuracy, whereas
their resu~ts sometimes differ by more than 10%.

Cost et al. [24] used magnesium plates of various thicknesses, to infer a CJ pressure of
37.5 GPa for PBX-9404 (94 wt% HMX, 3 wt% NC, 3 wt% CEF). Jameson and Hawkins [25]
obtain a CJ pressure of 34.5 & 1.0 GPa by measuring the shock velocity through Plexiglas
plates of differing thickness for PBX-9404. Davis [26], using an ASM probe [27] positioned
at the P13X-9404/Teflon interface, predicted a CJ pressure of 35.6 + 1.0 GPa. For a 95 wt%
HMX/5 wt%inert explosive Burrows et al. [28] used manganin gages to measure pressure
directly. Using the shape of the Taylor wave they inferred a CJ pressure of 35.5 GPa, which
was 2.0 GPa greater than the measured peak pressure. Davis and Ramsqy [29] summa-
rized the research at the Los Alamos National Laboratory over the last several years. From
free-surface velocity measurements they noted 12.5 mm and 25.4 mm PBX.-94O4 samples

suggested CJ pressures respectively of 32.5 GPa and 34.5 GPa, whereas thicker samples sug-
gested a CJ pressure of 35.6 GPa. Based on these results and the ASM probe measurements
they concluded that reaction-rate processes may be involved that haven’t previously been
considered. A similar conclusion was reached by Lee et al, [30] for LX-14 (,95wt% HMX,
5 wt% polyurethane). They noted a different EOS was needed to model thin (O.1-0.2 mm)
versus thick(> 0.5 mm) plate push experiments. Both aluminum and copper plates were

used in these tests. For most of their experiments a CJ pressure of 36.0 GF’a was used to
model their results.

The inability of plane-wave CJ detonation experiments to accurately measure CJ pres-
sures was a motivating factor to examine alternative experiments. Overdriven detonation
experiments were chosen because they produced constant detonation states that could be
accurately measured. They also effectively decouple reactive hydrodynamics from EOS hy-
drodynamics. In this manner problems that complicated CJ detonations were avoided. The
“thermodynamic” CJ state determination makes use of the fundamental property of the CJ
state, mainly the sonic condition.

A. Constant-~s Model

As was mentioned previously in section II, once the CJ state is determined, all the
parameters in the constant-~s model can be calculated, e. g., for D = 8.814 km/s and
UCj= 2.151 km/s we have ~S = D/u~j – 1 = 3.097. The detonation Hugoniot can be deter-
mined using Eq. (2.8). The resulting Hugoniot is considerably stiffer than the experimental
Hugoniot. At the high-pressure end of our data the difference between the “constant-~s
model” Hugoniot and the experimental Hugoniot is 1.0 km/s. A constant ~s also disagrees
with experiment. The experimental ~s linearly decreases with increasing particle-velocity.
From Eq. (2.6) the relation ~ = ~s – 1 = 2.097 can be obtained for the const,ant-~s model.
This is considerably different from the ~ = 0.45 experimental value. This is because this
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model places the ridiculous burden on the Gruneisen parameter of accounting for the com-
pression curve behavior as well as the thermal part of the EOS. Even though the constant-~s
model can approximate some regimes of the release isentrope, it can not predict quantita-
tively the high-density states on the detonation Hugoniot.

vu. C!ONCLKJSIOIW3

We have presented a comprehensive review of properties of equilibrium detonation Hugo-
niots. To illustrate the qualitative features a constant-~s model was used. More general
thermodynamic relations are also presented. Particular attention was given to properties of
the detonation Hugoniot at the CJ state and how sound-speed measurements can be uti-
lized to further define the EOS. Overdrive detonation states were used in these experiments.
This was a critical innovation, because these OD states can be accurately characterized and
they effectively decouple reaction-rate hydrodynamics from EOS hydrodynamics, at least
for P13X-9501.

A tabular function was -used to fit the experimental detonation Hugoniot data. An in-
teresting functional form for the derivative u:(u) of the detonation Hugoniot was observed,
mainly a derivative that’s zero at the CJ state and monotonically increases with increasing
particle velocity until a constant maximum value is attained. The measured Lagrange sound-
velocities displayed a linear dependence with increasing particle velocity. The intersection
of the Lagrange sound-velocity curve with the detonation Hugoniot allowed a novel determi-

nation of the “thermodynamic” CJ state with a resulting CJ pressure of 34.8+ 0.3 GPa. The
lower value of our CJ pressure relative to previous measurements suggests cmgoing chemical
reactions may have influenced measurements made at “CJ conditions’).

Several possible EOS models were examined to fit our experimental data. A particularly
simple and effective analytical form was a linear in P–in p relationship. Thl~ experimentally
determined sound velocities directly determine the adiabatic gamma ~s, which shows a
linear decrease with increasing particle velocity. The combination of detonation-Hugoniot
and sound-velocity data allows the determination of the Griineisen parameter. Near the
CJ state the Grtineisen parameter is not well constrained because the difference in slopes
between the detonation Hugoniot, the isentrope and the Rayleigh line approach zero (see
Eq. (A12) ). For particle velocities greater than the CJ particle velocity, the differences
between these respective slopes becomes larger, resulting in meaningful Gruneisen parameter
determinations. The Griineisen parameter displays a near constant behavior (see Fig. 12)
with a mean value of 0.45 on the detonation Hugoniot.

The near-validity of Eq. (A33) suggests that EOS models with relatively constant cur-
vature (Mur~aghan EOS’S, linear US-UP)might also describe detonation products very well.

The linear base curve would have to be lower in the U.-UP plane than the 011 HugOniOt. The
variations that U: goes through on the OD Hugoniot would have to be achieved through an
initial energy offset (i. e., the “reverse snowplow” model discussed in Appendix A).

PBX-9501, with
experimental study.
reaction-rate effects

its fast reaction rate, has been an ideal first candidate for this type of
Studies of less ideal explosives will probably show more evidence of

in the lower-pressure range of the overdriven states.
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APPENDIX A: SHOCK THERMODYNAMICS

We give a brief review of fluid thermodynamics applicable to shock waves. Some new
thermodynamic relations are obtained. We also use this section to set some of our notation,

To relate shocks to thermodynamics we require the specific internal energy as a function
of pressure and specific volume, E(F, V). The natural variables [31] for energy are entropy
and specific volume, 12(S, V). The first-order differential coefficients for fl(S, V) are the
temperature T and pressure F’ (this is just the reversible form of the first law). In contrast,
the first-order coefficients for E(P, V) involve the second-order coefficients for E(S, V).If
E(S + AS, V + AV’) = 12(S, V) + AJ!3(1)+ A13(2) + . . . we have:

(Al)

2!A#)=
82E 82E
~AS2 + 2—

asiw
ASAV+ $AV2

= ~AS2 -i-2 &AV –
aP
~AV2

T—— —AS2 – 2$ASAV + $AV2.
– c~

(A2)

The terms in Eq. (A2) increase by an order of magnitude from left to right for a Hugoniot
curve in our experimental range. The specific heat at constant volume Cv, the Griineisen
function q, and the isentropic bulk-modulus B.s are the natural second-order coefficients to
describe E(S, V).
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One meaning for ~ can be obtained by picking off corresponding coefficients in Eq. (A2);
along an isentrope, dZ’/T = –~dV/V. Temperature ratios from one point of an isentrope to
the next are determined solely by 7(S, V) and the compression. ‘Temperatures on different
isentropes can be defined by Cv on a constant-volume curve, dT = TcLS’/Cv = dl?/Cv.
The Maxwell relation d2E/t7SW = 8T/W = –dP/dS offers another interpretation of ~;
~TdS = ydE = VdP, or

()~(P, v)=v g’ “

v
(A3)

The importance of the Griineisen function is evident from this equation. If we have some
cross-curve F’z(V) (one where the volume is varying) and we know the energy along this curve
(isentropes and Hugoniots are two types of curves where the energy is readily obtained), then
we can express the energy in the desired E(P, V) form:

E(P, V) = E.(V) + ~P(vl dpV/y(p, V),
x

(A4)

where p is an integration variable with V held constant. In this paper a bare ~ will always
mean the Griineisen variable, and, in general, it should be regarded as a function of the
current pair of variables being used to describe the EOS.

If we have a curve P.(V) we define the modulus for that curve as B. = -- VdPz/dV, The
isentropic bulk-modulus B~ is related to the velocity c of a small-amplitude wave in a fluid
media by .Bs = pc2 [32]. This velocity is with respect to the compressed media at rest. It is
convenient to work with the Lagrangian velocity ‘c = pc/po. We have:

C2= Bs/p, ‘C2= pBs/p; . (A5)

Other moduli will be useful. Along a Hugoniot curve Ph(V) we define Bh = –VdPh(V)/dV.
The chord connecting the initial state to the final shocked-state is the Ra,yleigh line. We
define a modulus associated with this slope as -BR = VO(P–Po)/(VO –V). Eq. (2.4) then takes

2. For the ‘chord the choice for the multiplying volume is ambiguous. Wethe form BR = pou~
also define &h = V(P – Po)/ (V. – V) = pou$(uS – u). This will permit a pleasing symmetry
in an equation we shall derive for the Gruneisen function.

The dimensionless curvature of a P. (V) curve is also of interest. If Bz = –VPJ (a prime
on P will usually denote a volume derivative), then dBz/dV = –P: – VP,:. Alternatively
we have dBz/dV = (dPz/dV) (dBx/dP) = –(B./V) (dBz/dP). Equating these yields:

v2p;

—=l+%.
Bz

(A6)

Dimensionless forms for the moduli are frequently used. We define Yz = Bz/Px. The
isentropic gamma

B,s

()-

O1n P _ pc2
7S=F=– dln V s–~”

(A7)

is a variable frequently used to describe detonation-product isentropes. Unfortunately this
variable is frequently denoted as a bare y, the same symbol we use for the Gri.ineisen function.
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We shall always use the subscript form. Sometimes asubscripted ?isusedto denote the
Griineisen function along a particular path. We will use a functional notation to denote this
case, e. g., y(Ph (V), V) for v along a Hugoniot. .4s an alternative to this we’ll occasionally

use ~~~ = y(~~, V), etc.
The natural equations of state for i!3(S, V) are T(S, V) and P(S, V). The differ-

ential forms for these may be obtained from the appropriate coefficients in Eq, (A2),
dT/T = dS/Cv – ~dV/V and VdP = ~TdS – BsdV. A rearrangement of the latter
gives a TdS(dP, dV), and with the first law gives our desired dE(dP, dV).

+dv
TdS = ~dP +

7 ‘Y’

()dE=:dP+ %–P dV.
‘Y

(A8)

(A9)

Following Courant and Friedrichs [32] we use the Hugoniot function h(P, V) = E – E. –
~(P + Po)(V. – V). (We use a small h to distinguish this function from the enthalpy .ZY.)

Clearly h = o defines P~(V). Other curves with constant-h correspond to Hugoniots with a
different energy in the initial state. From the first law and Eq. (A8) we get

dh= TdS – ;(VO – V)dP – ;(P – Po)dV

‘Fvdp+(?-p~pO)dv
(A1o)

For dh = Owe obtain

()
-v g— ~~h=

Bs – (7/2) (P - “PO)

~ – (I@v)(n -v) $
(All)

h

This equation can be solved for the Griineisen. function:

*(vo-v)= j”::. (A12)—

These B’s all have a common V-factor, so this ratio of differences can akm be regarded as
the ratio of differences of the slopes of the various curves. Eq. (Al 1) can also be solved for
13~:

(A13)

This, with (A5), gives the sound speed on the Hugoniot.
For an exothermic Hugoniot (more precisely, for h(Po, Vo) > O) the “first” solution for

a shock is obtained when we raise the Rayleigh line to be tangent to the Hugoniot curve,
i. e,, Bh = B.h. At the tangent point we can make the following observations, If we insert
this condition in Eq. (A13) we find Bs = BCh. This result in Eq. (A5) implies ‘c = us,

This, combined with the relation between % and c and Eq. (2.1) implies c == u, – u, the
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sonic condition. The U$at this minimum shock-velocity is denoted by D, the CJ detonation-
velocity. The argument is reversible, the sonic condition implies the triple-tangency between
the Hugoniot, Rayleigh line, and isentrope. The usual caveats apply; these results are valid
when reaction rates are fast enough to get a close approach to equilibrium.

In this paper we are particularly interested in the curves ~ck(u) (the Lagrange sound-
speed along the Hugoniot) and u.(u) (the OD Hugoniot) as they extend above the CJ state.
As we go higher in pressure we expect reaction rates to be faster, and we expect that our

measured results will be closer to true equilibrium values. The equilibrium Lagrange sound-
speed can be obtained as a functional of the OD Hugoniot and the Griineise:n function with
the aid of Eqs. (A5) and (A13), Z. e., %~(u) = f : us(u), ~. These would directly express

%(P, V). We would like it in the US-Uplane. The jump conditions (Eqs. (2. 1–2) and their
inverses (2 .3–4) ) can be regarded as transformations between these two planes of variables.
Differential forms of the transformation, or equivalently the following:

–dV/du = v~(u~ – UU;)/U:, (A14)

dP/du = p~(U, + UUj), (A15)

where u: = du~/du, can be used to effect the transformation to the velocities plane. An
intermediate result, using the definition of ~h, is

us i- Uuj
Bh = ~@~(U$– U) .

us —Uu;
(A16)

One notes that 13~ = Bti implies 2uu~ = 0, i. e., you can have this condition at the beginning

of the Hugoniot (u = O), or if the tangency occurs for finite u the slope of the u,(u) Hugoniot

must be zero. We then have:

= G/(u, – Uu:),

where

We take the logarithm of Eq. (A17) and then the derivative

(A17)

(A18)

to obtain:

(A19)

(A20)
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Weexpect Lc~~d~c~/du to beapproximately constant over ourdata range. The complexity
of (A19) is due to the structure a Hugoniot has when it represents a detonation. We switch
quickly from u: = O and a non-zero curvature at CJ to u: a constant and u: zs O in the
linear range of the OD Hugoniot. The complicated form for ~c~ is probably required to keep
it roughly constant. At the CJ state we have u: = O, ‘c = us = G = D, ancl thus:

($)cj=uc,ufl{l-(%)cj%} (A21)

This equation gives a close connection between the slope of our experimental sound-speed
and the curvature of the OD Hugoniot at the CJ state. This equation is likely to be used
to establish a good value for the curvature rather than the other way around. If a very
accurate u: could be obtained from the Hugoniot curve an estimate of ~ at the CJ state
could be made.

What we would really like is a relation between ~c~ and some other readily measurable
EOS parameter, e. g., the asymptotic slope of u,(u). We have concentrated on ‘c~(u) =

j : u,(u), ~. We may expect a simpler result if we consider ~c~(u) = j : Jp~(V), ~, where
Ps (V) is the CJ isentrope. It does not have the complications that the Hugoniot does. We
do have the additional complication that we follow the sound speed alon,g the Hugoniot
experimentally, and not along the isentrope. In Eq. (A4) we let the x-curve be the CJ

isentrope. Then with Eq. (2.3), ECj – EO = ~(Pcj + Po) (Vcj – Vo), and J% =’ ECj – f ~s~v;

we obtain:

*(8, + PO)(VO– v)= ~(Pcj + Po)(vo – V.j)– ~vdw)+~:dqfi> (A22)
C2

Z. e., we have P~ = j : Ps, ~. We take the volume derivative of (A22) and rearrange the
terms slightly:

–VP’‘{l-~ (vo-~)}=;(~h+po)-ps-m+
Ygh 79s ~:’pMa”‘A23)

This combines with (A13) to yield:

Bs(P~, v) = BS(PS, v)

()

av+ (P~ – F’s) + ~: qjvp -y(p,v) “
?gh 7’9s

We note that this equation is the integral form of the Maxwell relation

(A24)

from Eq. (A9),

(d(Bs/y – P)/t3P)v = (O(V/~)/W)P. It does not depend on the P’s being on particular
curves; any two pressures would do. Combined with Eq. (A5) it does give us the sound speed
along the Hugoniot in terms of the sound speed along the isentrope plus a term proportional
to the offset ph – Ps. We have a slowly-varying major term and a linearly-increasing minor
term which combine (in view of the experimental result) to give a linear variation of sound
speed with velocity. This is in contrast to Eq. (A19) where both u: and u: are major players
and switch roles as we move from the CJ state to an asymptotic linear us(u). We then have:

(A25)



A chain-law derivative for Eq. (A25) poses the inverse problem solved by Eq. (A14). From
Eq. (2.5) we obtain:

dV 2@h – P~)(v~ – v) 2vpou,

—= P;(vi–v)–(Ph– Po) = –lk+l?ch”du
(A26)

We could write down the complete equation for ~c~ by introducing a lot clf ~-derivatives,

but this is not particularly illuminating. We concentrate on the derivative at the CJ state.
There, any term with 11 – Ps as a factor will vanish because of the tangency of the isentrope
and Hugoniot. The derivative of Vg~/7gs has a factor ~1 – ~~ and similarl~~ vanishes. The
only term contributing is PBS = –P:. Then, from ~c~ = (dV/du) (dLc~/dV) we obtain at

the CJ state (freely using ‘c= us = D and 13~ = &h = Bs):

(A27)

Eq. (A23) retains an explicit connection between the isentrope and Hugoniot that we
lost in going to (A24). If we take the volume derivative of (A23) and use the simplifications
at CJ we get a simple relation between the second derivatives of the isentrope and Hugoniot
at the CJ state:

P:= P:/{l - *(U -V)}i

If we apply the chain rule (A26) to Eq. (2.4) we obtain the general equation:

u,(u) = Vo(P;+ (Ph – Po)/(~ – v)) vo ~~ – ~.h
s P{(VO– v) – (P~ – Po) ‘vo–v Bh+Bch”

(A28)

(A29)

A linear US(u), where u: = s, a constant, describes many inert materials. This is clearly not

the case for a OD Hugoniot, where B~ = B& at CJ and uj = O there; and then increases to
an asymptotic value for the high-pressure range. If we apply the chain rule again we obtain:

(P/Po)Bch 4Bchv2pl/ _

‘u: = (B~ + BCh)3{ h ~2:v@h - BCh)(3B~ + .&h)}.

At CJ this reduces to:

p V2P:
Uu:= ——

2p0 BCh “

(A30)

(A31)

This, in (A21), with the aid of (A28) and (A6) again leads to (A27).
For a linear US(u), P~ = poc&I/(1 – sq)’, and we can evaluate 1 + dB~/d-~, a measure Of

the curvature P:(V) as:

(A32)

This “curvature” has the value 4s times a slowly-varying function of q. Ad the centering
point 1 + dBh/dP = 1 + dBS/dP because of the second-order contact between the isentrope
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and Hugoniot. We only have first-order contact at the CJ state. A linear us(u), an initial
porous-state, and an appropriate Griineisen function works well (the snowplow model) for
many materials, at least for higher pressures. In the high-pressure range the us(u) for the
porous media asymptotes to a line slightly below and parallel (i. e., the same s) to the
linear us(u) for the solid material. A similar description is possible for an OD Hugoniot;
one changes the 130 for the centering point from its regular thermodynamic value just as
one changed V. to represent a porous material. The OD Hugoniot would then asymptote
to the base linear Hugoniot from above. Setting 1 + d.B/dP constant is the basis for the
Murnaghan family of equations of state. If this quantity is constant for detonation products
and the reverse “snowplow” model is valid, the following relation is suggested between the
slope of the measured sound-speed and the asymptotic s of the OD Hugoniot:

‘CL% 2S(Vo/V)~j. (A33)

We consider the relation between the slope of c + u and ‘c. From c = (po/p)~c =
(1 – u/u.)~c we obtain:

d(c+u) =1 _ u.–uu; Lc+~dLc

du @ pdu”

At CJ this reduces to

(A34)

(A35)

APPENDIX B: FITTING DATA WITH
TWO DIMENSIONAL UNCERTAINTIES

The usual least-squares fit is made for measurements where the uncertainty in the inde-

pendent variable xi is negligible compared to that of the dependent variable Vi. In the case
considered here the uncertainties are comparable for xi and yi. The case is further compli-
cated by the important quantities being derived functions of x and y. Let S(Z, y) be the
derived “independent” variable and -t(x, y) the derived “dependent” variable. Specificallyj
the two applications of these derivations will be for Z, y, s, and t taking on the identities:

(1) Up, u,, p, aki F’; (2) u~, R, UP, and ‘c. We will use a superscript ‘O’ to designate the
“true value” of a measured quantity.

For a given measurement, we assume an uncorrelated normal distributicm of the proba-
bility for achieving a given pair of measured values

~(xl Y) = Zz: ~
exp[_((Y - Y0)2

xv 2U;

+ (x - Xo)’

)120: ‘
(Bl)

where the standard deviations obey the relations o: = ((Z – x0)2) and o; = ((y – y0)2). The
lack of correlation between x and y is given by ( (x–x”) (y–y”)) = O. For the derived variables
s and t, this is not necessarily the case and we assume a correlated normal distribution in
two dimensions
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P(S>t) =
1 (t - P)(S - s“) (s - s“)’

27ru,c7~l/I-=F ‘Xd+((’;.f)’ ‘“ ~,ot + ~~)]j (B2)
s

where we have used r to designate the correlation coefficient instead of the more commonly
used p in order to avoid confusion with the density. Again, the relevant terms can be
extracted from averages over the distribution: a: = ((s – s“)’), a; = ((y – y’)’), and
osotr = ((s – s“)(t – t“)).

We define 6X - x–x” and Jy ~ g–y”. The lowest order terms in a Taylor-series expansion

gives C$S= (OS/tlr)63 + (ds/Oy)Jy and dt = (dt/dx)d~ + (&t/@J)dy. It is stri~ightforward to
show that to lowest order

0;= (h’) = (~)’cr:+(;)21S;, (B3)

(B4)

(B5)

Now we can turn around the meaning of Eq. (Bl) and Eq. (B2) so that we define a new
function where the experimental quantities are the independent variables. That is, given
z and g (or s and t) then P“(z”, y“) = P(x, y) (or P“(s”, t“) = P(s, -t)) is the probability
density that Z“ and y“ (or s“ and -t”) are the true values of the measured quantities.

Consider a function of the form &(s; al, a2,. . . . an) where the ai are parameters and for
some choice of ai’s this function is a good approximation to the desired function -t”(sO). We
can now construct the likelihood function L which is the probability density that a set of
parameters ai will give the true function for each data point.

L=fi
k=l

where we have dropped the parameters from the notation for ~ for compactness. Contrary
to a one-dimensional representation, the fitting function is not necessarily evaluated at the
same value of sk as measured in the experiment. The value of the independent variable s;
is treated as a parameter just like the ai. The best choice of parameters is the one with
maximum likelihood. This is equivalent to minimizing X2, twice the negative of the exponent
in L,

(B7)

Minimization of X2 with respect to the s; (z. e. dX2/dS~ = O), gives a generalized distance of
closest approach between the fitting function and the data point. For our ncmlinear choice
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of ~, both sets of parameters could be determined by a numerical search for the minimum

of X2 given in Eq. (B7).
Another approach involves the transformation of Eq. (B7) into the form of the more

common least-squares method with uncertainties only in the dependent variable. The only
approximation involved is that each s; is close enough to the corresponding Sk to truncate
a Taylor series expansion after the linear term. That is,

where ~~ = ~(s~), ~’ = d&/ds, and & = ~’(Sk). Let us define reduced variables Ok =

(t~ – t~)/ot, and q~ = (sk – s~)/o~~. The kth term in Eq. (B7) (and the only term depending

on s~) is then

Using Eq. (B8), we obtain the reduced variable form f?k= Ak +~kqk where Ak S (tk ‘&k) /o~~

and Bk - ~’ff~~/at~. Setting ~X2/dq = O we have

(
rk — Bk

~k = Ak )=Akck,
B; – 2rkBk + 1

(B1O)

where C~ is defined as the term in parenthesis. Note that Ak is a factor of both qk and

consequently 6’k. We can now rewrite Eq. (B9) as

(Bll)

where ~~ = (1 + BkCk)2 – 2r~Ck (1 + BkCk) + C;. If we now define o; as

then X2 becomes

N (tk - fk)2
X2=E ~: 7

k=l
(B13)

which is the standard form for the usual case of one-dimensional error bars. There is a weak
dependence of ok on the fitting form that enters through the factor ~~ in Bk.

The first application of these derivations will be for Z, y, s, and t taking on the identities

up? US7 PJ and F’ respectively. From the Hugoniot jump conditions, p = po/ (1 – uP/u,)

and .P = pou$uP. Evaluating Eq. (B3), Eq. (B4), and Eq. (B5), we have simple analytic

expressions for this case.

(op/P)z = (OUJUP)2 + (0. JUS)2, (B14)

up C7p
–(

Upl%
)‘=P I–up/us ‘

(BE5)
P
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TABLE VI. One and Two Dimensional Error Estimates for P(o)

GJPIU, us cru8/u, P cJp/P UPIP r
(g/!m3) (k~/s)

~klp
(km/s) (GPa) (g/~m3)

1.837 2.655 0.005 8.879 0.006 43.3 .0078 2.62 .0033 -,180 .0140
1.835 2.996 0.005 9.108 0.005 50.1 .0071 2.73 .0035 0 .0129
1.836 3.429 0.005 9.420 0.005 59.3 .0071 2.89 .0041 0 .0144

1.836 3.485 0.005 9.458 0.0085 60.5 .0099 2,91 .0058 -.486 .0242
1.836 3.754 0.005 9.654 0.005 66.5 .0071 3.00 .0045 0 .0156

1.840 4.114 0.017 10.087 0.005 76.4 .0177 3.11 .0122 +.841 .0248

1.835 4.206 0.005 10.112 0.005 78.0 .0071 3.14 .0051 0 .0171
1.834 4.601 0.005 10.424 0.005 88.0 .0071 3.28 .0056 0 .0187

1.834 4.671 0.005 10.495 0.005 89.9 .0071 3.30 .0057 0 .0189

1.832 4.673 0.005 10.543 0.0068 90.3 .0084 3.29 .0067 -.298 .0247

TA13LE VII. Oneand Two Dimensional Error Estimates for~c(u~)

IfiDud Ud oR/R ‘c ~Lc/Lc ~up/up r ok /LC

[k~/s] (km/s] (k:/s]

3.69 0.033 17.20 0.052 10.52 0.010 2.74 0.034 0.451 0.021

4.29 0.014 13.08 0.022 11.42 0.006 3.19 0.014 0.524 0.009

4.69 0.006 10.49 0.016 12.40 0.005 3.49 0.006 0.318 0.006

4.85 0.025 9.64 0.041 12.87 0.016 3.60 0.025 0.461 0.018

5.49 0.009 8.61 0.020 13.99 0.009 4.08 0.009 0.374 0.009

5.55 0.018 8.76 0.019 13.95 0.010 4.12 0.018 0.662 0.011

6.34 0.024 7.47 0.023 15.79 0.015 4.70 0.024 0.673 0.014

(GJ%)2- (%JW)2
r=(au+,)’+ (ou./u.)’ “

(B16)

Note that r= Oiftherelative standard deviations foruPand u~are the same. From the fit
to the Hugoniot, we know that d in P/d in p is about 3.1 which leads to 11~x 3.1(uP/u~)/(1 –
uP/u.). The effective one-dimensional standard deviation is then readily evaluated. Results
are given in ‘Table VI.

The other relevant application will be for Z, g, s, and t taking on the identities ud, R, Up,

and ‘c, respectively. In this case, there is no simple analytic representation of the relevant
quantities. Instead, numerical derivatives are evaluated at the experimental values of ud and
R. The resulting error estimates are given in Table VII.

APPENDIX C: DATA FITTING WITEIOUT
A FUNCTIONAL FORM

Least-squares fitting of data is often done by assuming a particular functional form
and optimizing with respect to its parameters. In examining a property of the determined
function (such as its derivative) it may be unclear whether the property is strongly related
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to the data or is principally a result of the assumed functional form. To circumvent this
uncertainty, least-squares can be done with functions that have no particular functional
for-m, for instance cubic splines are commonly used. Another choice, which is used here, is
to represent the fitting function as a uniformly-spaced table which is interpolated by a local
cubic Lagrange polynomial. The functional values of the table are then the parameters of the
fitting function. Smoothness of the fitting function is induced by adding to the merit function
a weighted sum of squares of the nth order forward-difference operator over the domain of

the table. Let {xi, Vi} be the data set and {-tz,ji} be the table where ti are uniformly spaced
over the interval min{zi} to max{q}. Let F(z) be the local central-interval cubic Lagrange
interpolation polynomial for the table

ndata

& = ~ (I’(q)

i=l

The normal equations are then:

13& ~

af~ = ‘

{ti, fi}. Then the merit function for optimization ~:

‘%able

– yz)2 + Wt ~ (Anfi)2.
i=l

(cl)

(C2)

Because the optimizing parameters are the fi’s,which are local function-values and thereby
are directly associated with the residuals of the least-squares, the so determined function is
highly dominated by the data and gives residuals randomly distributed about zero.

The derivative table {ti, f/} is calculated from the {ti, fi} table by using a running
4th-degree polynomial about central points. A table {ti)ffl} is constructed similarly from

{ti, ~~}.
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Chemical dimerization of crystalline anthracene
high pressure

Ray Engelke and Normand C, Biais
1,(,<Al,l))rc,yN,[I;c,l!lIIf,cll><)ni[,)[v.1,{),sAl((tno,v, Nev, Mcri(() 87545

( Rcccivcd I AU.gLISL1994: :Icccptcd 7 September 1994)

produced by transient

We report the production ol” a chemical Iy bound dimer of’ anthracene produced by the shock
c{)mpl-cssion ot’ crystal] ine anthracmm. The experimental probe used to detect the dimer structure
was time-ol-flight (TOF) mass spectrometry. The principul method used to produce the ~shock
compression was the impuct of’ electrical Iy accelemted tlyers (“slappers”) with the surface 01 the
anthraccnc crystals. Our work cor-relates wclf with earlier experimental and theoretical work
concerning chemical processes that can occur in pressurized anthracene and other aromatic
materials. We briefly review the earlier work. The anthracene crystals were shocked to various
pressures in the interval 9 to 22 GPa. Also various crystal thicknesses were employed; this allowed
us 10 control the time interval over which various anthracene “particles” in the crystal were held at
high pressure and temperature. At ti pressure of -22. I GPa we observe dimer formation in 20 ns or
less. For a shock pressure of’9 G!% no dimer is produced, whereas for shock pressures of 18.4 GPa
or higher dimcr production is always observed. Under some conditions significant conversion of
monomer to dimer is seen (up to a conversion of over 50Yo). A remarkably simple experimental
observation is that the only new chemical species observed in the experiments at 18.4 GPii and
higher is the dimer species. We present evidence that the dimerization is the result of a
pressure-driven DieIs–Alder reaction and that such reactions are characteristic of materials
containing aromtitic rings when they are shocked to high pressure. 0 1994 American lrrstitute of
Physics.

1.INTRODUCTION

Pressure-induced chemicol reactions, though they are of
considerable interest, remuin more difficult to study than
chemical reactions produced thermally; this is p~rticularly
true of pressure-driven reactions produced by transient high
pressure. The occurrence of chemical reactions produced by
tmnsient high pressure can sometimes be detected mechani-
cally. However, in such cases, the nature of the underlying
microscopic events are usually only inferred and not deter-
mined by direct measurement. In the experiments to be de-
scribed here, we show that the appearance of a dimer of
anthracene coincides with the shock-wave-induced changes
in the pressure-volume response of anthracene observed in
mechanical (shock-wave) experiments. Furthermore, we will
argue from the experimental conditions present in our shock-
wave experiments that the dimer being observed is chemi-
cally bound and is not a van der Waals dimer.

Dick 1 and Warnes2 made thorough shock-wave studies
of certain alkanes, cycloalkanes, cycloalkenes, and arene
structures; their da~~ show that the arene structures studied
exhibit qualitatively different behavior from the other mo-
lecular forms under shock loading. A salient result of their
work is that the Hugoniots (see below) of the aromatic
(arene) structures exzmined show prominent evidence of the
occurrence of a r-ate phenomenon (e.g., a chemical reaction),
while the Hugoniots of the other substances studied do not.

After this experimental evidence was discovered, theo-
retical observations were put forward as to the microscopic
ntiture of this rate phenomenon in the aromatic materials. For
example, Pucci and March3 presented a phenomenological
model in support of the rate process being due to aromatic-

ring pi bonds being converted to interring sigma bonds. This
idea was pursued further in theoretical quantum-chemical
studies in which the energetic of such cross-linked struc-
tures were examined quantitatively.4’5 In particular, in Ref.
5(b), it was suggested that the likely pressure-driven reaction
mirrored in the Hugoniot behavior of the aromatics is a
[4+2] symmetry-allowed DieIs-Alder cross linking between
the aromatic rings.

There is a body of static high-pressure work that bears
on the present study. The work of IDrickamer and his co-
workers is noteworthy—see Ref. 6 and references therein.
These workers suggested early on, on the basis of the static
high-pressure experiments, that aromatic structures can un-
dergo interring cross linking under pressure.

Below, we present direct-microscopic experimental evi-
dence that the rate behavior observed on the anthmcene
Hugoniot is due to chemical interring cross linking of two
anthracene molecules, i.e., dimer production. Furthermore,
within the sensitivity of our experiments, dimers are the only
new chemical species that we observe. Considering tbe
harshness of the physical environment produced by the
shock waves this is a remarkably simple result.

The remainder of this article is arranged as follows: Sec.
11is a brief review of earlier relevant shock-wave and static
high-pressure experimental data and of the previously pro-
posed theoreticalexplanationsof the experimental findings;
Sec. 111is a discussion of the experimental methods and ap-
paratus used in our experiments: in SI~c. IV, we examine and
analyze our experimental results; Sec. V contains a summary
of what has been found, comments cm the generality of the
findings, and suggestions on possible future work, ond fi-
nally, in the Appendix, we propourlda simple statistical-
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FIG. 1. Wwnes’ memurcd U,, – u,, Hugoniot t’or tmthmcene. The slqre-
Intercept values shuwn t’or the third branch are slightly different from those

(of Warnes; this chimge was made tu get rewonable behavior in the corre-

,\ponding rcgimr d’ [he P-u pkme (see Fig, 2); i.e., u decreases as P in-
creases.

mechanical model of the relative amount of the monomer
reactant and dimer product present as a function of pressure.
‘This simple model casts some light on why the shock-wave
data show such sharp changes in character as a function of
pressure.

Il. BACKGROUND

A. Shock-wave studies

Dick 1and Wurnes2 experimentally obmined the principal
shock Hugoniots of the ring structures benzene, toluene, an-
thracene, phenanthrene, pyrene, 1,3- and 1,4-cyclohexadiene,
cyclohexene, and cyclohexane up to pressures of -40 GPd.

Five of these ring structures cont+in aromatic rings. The prin-
cipal Hugoniot of a material is the locus of all thermody-
namic state points reachable by a single-shock process from

7,8 In their shock-wave experiments, sixambient conditions.
of the nine materials were initially in the liquid state; the
three exceptions being anthrdcene, phenanthrene, and
pyrene. The latter three materials were initially polycrystal-
line solids essentially pressed to crystal density. Their shock-
wave experiments measured the relationship between the
shock speed ( U,,) in a material as a function of the particle
speed(U,,) behind the shock. Figure I shows this measured

relationship for anthracene.
Given the values of U,,,u,,, and the initial mass density

(P()) of a substance, one can derive the pressure/specific-
volume form of its Hugoniot via the conservation of mass

7,x(@-WC)~lgure2 shows this reia-and momentum relations.
tionship for anthracene. Note that in both Figs. I and 2 there
is evidence of two points where the functions have disconti-
nuities in slope. Such discontinuities are evidence that a rate
phenomenon is occurring at the microscopic level; see, e.g.,
Duvall and Graham’s review of phase transitions under
shock Ioading.g
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Pained from Warnes’ U, – u,, diita.The points of slope discontinuity arc at

[P(GPa), u(cm’lg)] (17. 1,0.53) mrd (38.4,0.38), respectively.

The observation of Dick and Warnes of primary interest
here is that all five of the molecular species studied that
contain aromatic rings show this discontinuity behavior and

that the four other species without aromatic rings do not.

This points to a common underlying chemical reaction that

the aromatic structures are susceptible to, but which does not

occur under the same physical conditions in the other ring

structures. Dick’ observed for benzene, on the basis of elec-

trical conductivity measurements, that this rate process

equilibrates “instantaneous( ly)’’-instantaneously in this
context means s 1 Ps. The relative mass density change in
anthracene due to the rate process is -20%. Interestingly, the
crystal volume of anthracene decreases by -20’%0 (at ambient
pressure) when the material is photodirnerized. ‘()Warnes2 re-
covered anthracene that had been shocked above the first
slope discontinuity (see Figs. I and 2) and found by mass
spectroscopy and chromatography evidence that “seem(ed)
to indicate that at least some of the (recovered) material
maintains its anthracene bonding. ” He found some material
with mass of 354 amu; an anthracene dimer has mass of 356
amu. He did not rule out cross Iinki ng and pointed out that

“the chaotic conditions to which the sample was exposed
(after shocking) might very well have disturbed initially
cross-linked material. ”

One further point is that Nellis etd.” have shocked
benzene to over 71 GPa and found no further slope discon-
tinuities on its Hugoniot; this indicates there are no further
rapid changes in chemical composition in benzene above the
second cusp in its Hugoniot (at -19 GPa)—at least up to 7 I
GPa.

In contrast to the evidence for a chemical reaction in the
aromatics, Dick found no evidence of rate processes in the
principal Hugoniots of the nonaromatic ring structures listed
above up to pressures of -43 GPa.

These observations suggest that it is the number and ar-
rangement of the ring pi bonds in the cycli~ structures that
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determine whether a chemical rate process occurs. A corre-
lated property is the planarity of’ the aromatic ring systems;
this planarity may be sterically helpful in promoting the ob-
served reaction,

B. Static high-pressure studies

Drickamer andhisco-workers6’] 2’13studied the behavior
of the aromatics pentacene, hexacene, and violanthrene un-
der statichigh pressure up to -30 GPa. They found evidence
of’ irreversible reaction at pressures of -20 GPa and ambient
temperature or lower. Optical spectroscopy of their reaction
products showed that the absorption peaks due to the lowest
energy pi transitions of the reactants (characteristic of the
original largest set of connected aromatic rings) were nearly
ubscnt, but that the peak at 280 nm (characteristic of all
aromatic compounds) was essentially tmaffected.They inter-
preted this as evidence of chemical cross linking between
molecules due to intraring pi bonds becoming interring
sigmabonds.

Murphy and Libby’4 statically compressed solid poly -
crystalline anthracene to 5.8 GPa at ambient temperature and
below. They found, via mass spectroscopy, evidence of
cross-linked dimers, including one at 356 amu. The yields of
all the cross-linked species were very low under their experi-
mental conditions. Their most interesting result was that the
rate of the dimerization reactions had an inverse dependence
on temperature. That is, increasing the temperature decreased
the reaction rote. They interpreted this to mean that the acti-
vation volume of the reaction was sufficiently large (and
negative) that the pressure/activation volume product domi-
nated the activation-energy term in the activation enthalpy
(see the Appendix).

We do not review high-temperature static high-pressure
work here as such conditions seem to lead to a manifold of
reaction products; for a discussion of such work see Refs. 4
and 15 and references therein.

C. Theoretical studies

Pucci and Marchs put forward a quantitative theoretical
model of the Hugoniot results reviewed above. This model
casts some light on the rate process regions on the arene
Hugoniots and its absence from those of the other cyclic
species. Their model is a quantified form of the idea that, at
sufficiently high pressures, the out-of-plane pi bonds on the
aromatic rings overlap sufficiently to cause bonding between
rings. Using this model, they succeeded in giving fairly
quantitative representations of the high-pressure sections of
the aromatic Hugoniots.

Engelke and his co-workers4”s studied aromatic-ring
cross-linking reactions between a pair of benzene rings using
semiempirical and ah irzitio quantum-chemical methods.
These calculations produced information on the stability, ge-
ometries, and energetic of a number of cross-linked benzene
dinwt-s. These results are applicable to larger aromatic struc-
tures than ben~.ene, provided only one aromatic ring per mol-
ecule is involved in the cross-linking reaction. The calcula-
tions rule out a number of cross-linked benzene dimer
isomers based on the internal energy change that a shock to
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FIG.3. An exploded schema of a shot assembly showing its various com-
ponents. The slapper’s copper bridge is 3 mrn wide, 3 mm high, and has a

thickness of 0.7 roils. The barrel hole diameter is 3 mm, turd the barrel
length (i.e., thickness) is determined by the clesired impact pressure as dis-
cussed in the text. The kapton “flyer” film is 3 roils thick. Upon discharge

of the 12 #f crtpacitor unit, the typical maximum current through the bridge
is 60 kA, about 1/4 #s after being triggered, when the capdcitor was charged
to 7,5 kV. The voltage drop across the bridge. is 9,7 kV.

the first cusp point on the benzene Hugoniot can produce.
They suggested that the likely dimer isomer being produced
in the high-pressure process is the result of a DieIs–Alder
reaction; this reaction involves the formation of sigma bonds
between the “end” carbons of one benzene ring to the “cen-
ter” carbons of a second ring. The resultant dimer is a 1,4-
cyclohexadiene cross-linked to 1,3-c:yclohexadiene.5ib) These
results suggest that in the present work, we are seeing a
dimer that similarly cross links anthracene.

Ree16 put forward a theoretical model of the hydrocar-
bon Hugoniots based in statistical mechanics. The central
hypothesis of his work is that hydrocarbons at pressure and
temperature greater than 10 GPa and 1000 K “dissociate into
carbon in the diamond phase and hydrogen in a condensed
molecular phase.” The work cited above and what we de-
scribe below implies an alternative and simpler mechanism
for aromatic materials.

[11.EXPERIMENTAL METHODS

A. Pressurization of the anthraceme crystals

We used “slapper” detonators]’ to produce the high
pressure in the experiments to be cliscussed in Sec. IV. A
slapper detonator is a thin piece of plastic film driven to high
speed by electrically vaporizing a thin layer of metal (a
“bridge”) in contact with the plastic (see Fig. 3).

A slapper detonator is a form of electrical gun in which
one can control the flyer’s speed by varying the distance of
flight before collision with the target (i.e., by controlling the
gun’s barrel length).

To determine the pressure produced in the anthracene
quantitatively we needed to know the functional dependence
between the kapton flyer’s speed ancl the barrel length. This
relationship was obtained by use of a velocity interferometer
system for any reflector (“visar”) apparatus. tXFigure 4 is the
measured speed of one of our slapper flyers obtained from a
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FIG. 4, Bxperimmrtal visarvclocity and trajectory records. The firrestruc-

ture on the velocity history is rcproduciblc; this structure is due to the
comprcssirrrr/rwcl’actiorr WJVCstructure in lhc kaptrm produced by the high-

prcssrrre copper plasma. The reproducibility of this structure is an indication
of the precision of the visar experiment tmd the slapper’s acceleration his-

tory.

vism-experiment; one curve in Fig. 4 is the measured speed
and the second curve is the time-integrated speed, i.e., the
flyer ttajectot-y. Theabscissa of Fig. 4 istheflyer’s time of
flight referred to an arbitrory time origin. This experiment is
very reproducible, e.g., even the small ripples in speed seen
on the record in Fig. 4arercproducedon nominally identical
experiments.

Given the speed of the kapton tlyer whenh impactsthe
anthrdcenew obtained from a visar experiment, one can de-
termine the pressure generated by the resultant shock wave
propagatedinto the antbracene. It is possible to do this if the
principal Httgoniots of anthracene and kapton and the “re-
flected” Hugoniot of kapton are known. The principal Httgo-
niots have been measured with standard shock-wave

X(.)-MC) The shock responseof the kaptonx(b)’g(c)experiments.
due to its collision with the anthtacene is defined by its re-
flected shock Httgoniot(s). The retlccted shock Htrgoniot of a
material can be obtained from its principal Httgoniot by re-
flecting the principal Httgoniot curve about an axis such that
the u,, value of the reflected curve at P = O is equal to the
speed of the “flying” material before the collision. The pres-
sure induced by the collision of the kapton with the artthra-
cene can be obtained by requiring equality of particle speed
and pressure at the kapton/anthracene contact surface. This is
done quantitatively by finding the point where the anthracene
principal and appropriate kapton reflected kittgoniot cross.
The collision produces two shock waves of this pressure that
propagate into the kupton and anthracene. By varying the
barrel length, tind consequently the kapton flyer speed, we
could “dial” in the pressure introduced into the anthmcene.

B. The apparatus

The mass spectrometer appw-atus used for this work has
been described elsewhere. lxii),I(MJTbe main difference be-

tween our usage here and thut described in Ref. 19(a)is that

anthrdcene crystals replaced the explosive pellets on the slap-
per. Also, the slappers used in this study were considembly
more robust and required over 100 times more energy, i.e.,
336 J.

In contrast to the studies for which the apparatus was
originally designed, namely examining the products of deto-
nating explosives, no exoergic processes are expected to oc-
cur when we shock anthracene crystals. Therefore, the prod-
ucts that result from shocking an anthracene crystal will not
have the velocities characteristic of explosive materials.
However, we found that a considerable amount of anthracene
arrived at the mass spectrometer icmizer with velocities suf-
ficiently high that, as in the detonation studies, we required
using dual multichannel plate detectors and ion-deflector
voltages to investigate the full time dependence of the mass
spectrum as described in Ref. 19(a). The fastest of the an-
thracene monomers (mass 178) (detected have molecular
speeds of 9 km/s. Some of the dimers are measured to have
speeds of 7 km/s. These high molecular velocities are found
when thin crystals are mounted on our longest barrels. At 7
km/s, the dimer molecule has a kinetic energy of almost 90
eV when it enters the ionizer. A summary of the experimental
parameters is provided in Table I.

Because anthracene has a complex electron impact
cracking pattern in our mass spectrometer, it was advisable
to obtain a mass spectrum of the unshocked material for
comparison with the shocked spectra. We did this by using a
nozzle expansion of anthracene vapor seeded into helium
carrier gas. A heated source was installed with a 1/8 mm
diam nozzle 1 cm in front of the skimmer. With anthracene
vapor at 110 ‘C and a helium pressure of 7 kPa about 1200
scans produced a low noise spectrum. The mass range 1–200
amu is shown in Fig. 5.

C. Shot assembly details

The copper-bridge/kapton slapper units shown in Fig. 3
were constructed and provided to us by the detonator group
(DX- 10) at LANL. The slapper and plastic barrel were glued
to the stainless-steel support and tamper using jigs to ensure
that the center of the bridge and tlhe hole in the barrel are
precisely aligned with the indicated center line. Then the
crystal was glued onto this assembly.

We grew all the anthracene crystals out of acetone solu-
tions. The materials used were Aldrich 99% pure protonated
and 98?k0pure deuterated anthracene and Baker acetone of
99.7% purity. The resultant crystals were typically irregular
quadrahedrons with sides -3 to 4 mm long and -10 to 25
roils thick (i.e., platelets). The crystals used in the experi-
ments were carefully selected for optical clarity and unifor-
mity of thickness. When particularly thin crystals were re-

quired thick crystals were cleaved with a razor blade. The
thickness of the crystals for each shot is listed in ~dble I.

We had found in our early experiments that a large
amount of anthrdcene monomer was usually observed, but
only a small amount of’ dimer. If we increased the amplifier
gain to increase the dimer signal, the monomer signal was
off scale. To circumvent this problem we utilized crystals
grown from acetone solutions containing 90/ 10 wt. % H/D
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TABLE 1. Shot Pwimcters.

—

Barrel Crystal Mmro. Dimer Numberh ScaledC Input

Paper Shot length thick. appear. appear. density density press,

number number (roils) (miis) scan No, scan No, ratio ratiO (GPa)
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I

2

3
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5
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9

I ()

II

12
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15

16

[7

1019931
lo1993g

101993h

101993i

1f)1993j

If) 1993k

10 I 993e

093093C”

093093d

10 I 993rJ

093093e

093093t’

lo1993b

IO1993C

093093/3”

101993m

1019931

I ()
I ()

52

53

74

72

-120

-120

-120

I 23

–120

--120

124

124

--120

123

121

13

13

II

10

II

12

23

21

19

19

16

15

14

14

13

11

4

24

21

14

13

12

12

15

15

13

15

13

14

15

13

13

12

13

20
17
18
20
47
45
37
y

16

18

20
18
17
16
18

0.()
0.0
0.015

0.030

0.039

0.140

0.135

0.131

0.346
?d

0.047

0.007

0.018

0.0 I 3

(),029

0.010

0.020

(),0
0.0
0.029

0.057

0.074

().245

0.239

0.232

0.515
@

0.090

0.015

0.036

0.027

0.056

0.019

0.040

9,0

9,0

18.4

18.5

19.8

19,6

--22, I

-22.1

-22.1

22,2

-22.1

-22. I

22,3

22.3

-22. I

22.2

22.1

=
“AI I crystttls were 90/10 H/D wt. % anthmcene.
‘Maximum dimer intensity observed.

‘Scaled maximum r.fimer intensity observed.
‘lSpeclra intensity is very low, including the monomer peak; thus, the dimer may be unobservable due to the low

overal I intensity.

tinthracene. The presence of the 10 wt. YOdeuterated anthra-
cene monomer spectra allowed us to compute the intensity of
the off-scale protonated monomer peak. Thus, we could still
quantitatively estimate the dimer/monomer ratio.

.rJ~ l—L—.LJ ~.~ +~
o 25 50 75 100 125 150 lm 200

.0.2 ~~ 4.*

o 25 50 75 100 125 150 175 200

MASS (AMU)

FIG. 5. The lower pmel is the mass spectrum of unshocked anthracene in

the muss mngc I IU 200” mu, 1( was obtained by ( I ) thermally evaprmating
:ulthruccrrc powder trt I 10 “C, (2) .sceding tbe vapor into He gas at 7 kPa.
aml(3)expanding the resultunt Imixture from u nozzle at 250 “C. The upper
panel is the ITWISSyxxtrum in the stime range obtained from a single scan of
shocked unthmccnc (shot No, 10 1993e scan 6 I ). This shot and scan were

wlccmd hccausc of the similarity nl the total intensily of signal and because

s(mw dlmcrs were also present in the spectrum,

D. Numerical techniques used tcr analyze the mass
spectra

Because of geometrical and electro-optical effects asso-

ciated with the mass spectrometer, a deconvolution function

had to be applied to the raw data in order to compare inten-

sities at different masses and scans within one shot and from

shot to shot. The deconvolution function was obtained by

calibrating a functional form incorporating the known physi-
cal characteristics of the system (e.g., detector shape and

‘9(’JDivision of our raw data bysize) with experimental data.
this function produced a new set of intensities that could be

compared on an equal footing (see, e.g., Figs. 6 and 7). We

believe that this deconvolution function is accurate to i 20970
wherever the sensitivity function is grsater than 0.5.

The intensities listed in Table I were obtained from the

deconvolved intensity spectra by integration. The intensity

integrations were carried out for the deuterated monomer us-

ing a mass range from 187 to 192 amu and for the protonated

dimer using a mass range from 35 I tc}360 amu. The some-

what larger mass range was used for the dimer because of the

instrument’s limited mass resolution. The integrals were ap-

proximated by using the trapezoidal rule algorithm.

Given the integrated intensities, we wished to define
quantities that are a measure of the relative amount of dimer

and monomer present. The total monomer intensity (A ~[)No)

is A [, + 9A,, = 10A ~,, where A,, is the integrated deuterated
monomer intensity. We took the integrated protonated dimer
intensity (A ~lMER) as the total dimer intensity—since the
protonated/deuterated hybrid dimer signal was small, Two

different measures of the relative amount of dimer to monCl-
mer were defined via the equation(s)
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PIG. 6. Spcc[m ohhincd Irum shocked :mlhrwcnc as a Iunc(ion ot’the inilial
shock pressure. The dccmrvt~lvcxt spwlra huvc hem rrnrnwlizcd (U (he oh-

servcd muximum inkmsi(y d’ (hc dcutcra(cd tin(hmccrrc monmncr. (a), (b),

(c), ml (d) show (IIC spectra ob(uinccl when the initial shock pressures wcm
9.(), I X.4, 19.8, and 22.3 Gtl rcspcc(ivcly. These spccwu tire frurn four
scp;uatc expcrilncn(s. The crys!:ds USC(I in [hcsc cxpcrimcn~s hid ncurly
equal Ihickncss—:!ll hcing in the in(crv~l I I (o 14 roils. Data urc Imm shots

t() 1993g, !() 1993h, io I~l)~j, atld 10 i~[)~C—SCCTd3]C i.

AI)lMI;I<
R;=

A l)lMtiR+ ~iA MON()’

where U, = 1 and a2=().5. h’, measures the number of dimer
molecules present relative to the [otal number 01’molecules

ubserwxi. R2 uccounls for the fact that it Mkes two mmm-
mers to make one dimcr; it is the proportion of’ the original
unthracenc [hat is convcrtui to dimcr. R2 will be USC(UIin [he
Appendix. R, and R2 values are given in Tible I labeled as
“number dcnsi(y ratio” ml “SCUM density ratio, ” rcspec-
lively.

E. ‘V-lydrodynarnic clocks”

For our kup((mkm[hracene system, it is the rurcfi.iction
W:IVCSgeneralcd by the shock-wilvc interaction wilh the ma-
tcri;ll f’rwcsurfaces that control the length of time the various
matcriol elements within WI :mthrztccnc crystal arc held at
high pressure :md tcmpcruturc. Conscqucn(ly. these rarcf:w-
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FIG. 7. Spcc(ru ohkiincd Irmn slxxkcd wl(hraccnc m a Iunclion nl’ scan

numhcr. The dec{mv~)lvcd spccmt shown .mc mmnalimd to the ohscrvcct
nmximum in(cns itics 01’the clculcr;~~cdmnnnITIcr lor cwh scan. Nmc thut a

peak c{mcsponding 10 the hybrid pr(Jl(~tl;,(cd/dcu(cfil(ccl dimcr is clcwly
present on scans 43 ~!ncl45. These data ttrc Irt)m ZIsingle shot (093093d); (hc

crys(al used in (his cxpcrimcn( W:IS 19 roils (hick—scc Tiiblc 1.

tion waves can bc thought of m “hydrodynamic clocks;”
these clocks allow some insight int{) the temporal behavior of
the anthracenc dimcrimtimr rc:iction.

We are in debt tu J. Jacobson for the numerical lluid
mcchunical calculations to be dcscribcd next. These results
were obtoincd by solving the 13u]cr cqut~[imls 01 con)prcss-
iblc fluid mechanics with [he wsumption (hot our sys{cm htid
cylindric:d symmetry. Furthermore, the cncrgctics ot’ (he w-
thraccne dimcriz;~[ion rcac[ion were neglcctcd; this is a good
approximation-id Ic:ist for the c:irly stages 01’the reaction.
In (I1c Euler cqutltion model, ;III dissipative cflcc[s in the
Iluid [low mc ncglcclccl. other thim {hose producccl by the
shock waves. {)nc t’ur(her wsump[ion in the nunwric:ll ciLl-
culalions W:IS(hilt none of the m:~tcriais COUILIsupport (cn-
sion.

We break our discussion 01’ the fluid mechanics ot the
rarehction wiIvc propiyydion into two subcascs correspond-
ing to an account of Lhc hydrodynamic Ilow in a 4 ]nil thick
crystal :Ind [hen :1 mow cursory cicscrip(itm ol’ (hc hydl-ody-
namics th;lt (WLII-S in crystals th~it arc 1() and 22 roils [hick.
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All the calculations are lor the case where the kapton was
thrown at 5.15 mm WS;this corresponds to our highest pres-
sure of -22.0 GPa in the anthmcene. In the discussion below
all times are mettsured relative to the time of collision. Also,
for all three crystal thicknesses, the slapper-crystal impact
produces two shock waves that propagate away from the
anthracene/kapton interface. One of these moves back into
the kapton tind the other forward through the anthracene. The
interaction of these two shocks with the kapton back surface
and the anthtacene front surface generates the rarefaction
waves that serve us our “clocks.”

1.4 mil thick crysta\

For the 4 mil thick anthmcene crystal case (see Table I
and Fig. 8), it takes -15 ns for the two shocks to reach the
kapton and anthracene free surfaces and be reflected as
strong mrefidction waves. The rarefaction wave from the an-
thmcene crystal face essentially relieves the complete anthra-
cene crystal before the kapton rwefaction wave reaches any
of the wtthmcene. The anthmcene near the kaptonhmthracene
interface is held at -22 GPa longest (for -20 ns) and then
relieved very rapidly. At 25 ns all the anthracene is at 8 GPa
or less. Thus, for a 4 mil thick anthracene crystal, reaction
must occur in a time <–20 ns, if reaction is to be observed.
The rarefaction from the anthracene crystal free surface de-
fines the hydrodynamic clock in this geometry.

2.10 and 22 mil thick crystals

For these two cases we merely summarize the important
events depicted by the calculations. For both these crystal
thicknesses, the kapton free surface is important. because the
rarefaction wave produced at the anthracene free surface oc-
curs later in time than for the 4 mil thick case. The kapton
rarefaction reaches the kapton/anthracene contact surface at
-20 ns; i.e., the anthracene at this position has been shocked
and held at pressure for this duration. The rarefaction wave
now proceeds into the anthracene and catches the shock
wave in the anthmcene at -40 ns. During this 40 ns, the
shock has propagated - I() roils into the anthmcene. For the
10 mil thick crys~al case, this overeake essentially ends the
experiment—by 60 ns all the anthracene is at a pressure of
-2.5 GPa or less. For the 22 mil thick crystal, the raret~ction
wave proceeds to erode the shock wave as it propagates to-
ward the anthracene free surface. By 70 ns, this erosion bas
reduced the shock strength to – 18 GPa. This occurs at about
18 roils into tbe crystal-indicating that crystals thicker than
18 roils cannot revetii anything new about the pressure-
driven dimerization reaction in our geometry. By 80 ns, the
shock has decayed to -16 GPa and when it contacts the
crystal face its pressure is about 12 GPa.

The above discussion shows we are only interested in
times Icss than 80 ns after collision. This short time and the
large lateral extent of our crysttils (- 1.5 mm) implies that
insofw as the pressure-driven chemistry is concerned, all our
experiments were one-dimensional: i.e., the fact that our
crystals had lateral surfaces is irrelevant to our observations.
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FIG. 8. Pressure vs dis~:mce plots ob(ained from numerical computations of
the collision ot a 3 mil thick kapton flyer with J 4 mil thick anthmcene
crystttl. in going t’rmm[he hoitom tn the top o(’ tl?e figure, one sees [he flnw

history ttl 5, 10, 15. ml X) IIS after the moment of collision. The three dotted
tines irrdicaw the surfuces nl the kapton iIId [he anthmccrre. The letlmost
Iinc is the rear surt’ace ot’ the kuplon, the central Iinc is the impact boundury,

and the rightmost line is the tinthracene crystul \’rcL.surt’a~-e.
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I\!. RESULTS

our principal rcsul( is thut WI unthraccrtc Llinwr is ob-
served in the tmws spectrum when (hc shock pressure is
:Ibovc a threshold WIIUC.The threshold pressure mquircd to
produce the dimcr struc{urc is -- Ix GR, This pressure value
correlates WCI1wilh (hc pressure U( which Wwmcsz found :1
slope discontinuity in the U, — u,, Ilugoni{)t ol’ an(hrwxmc. In
lbc fol]owing, wc prcscn[ (hc LI:It:Land analysis (hat dcnmn-
stralc these statements. Fur(hcrm(wc, wc give urgumcnk that
the obscrvccl Llimcr is :1chcmicully hound shwcturc and nol a
vt.m dcr Waals hound ~ragnlcnt 01”the original cryshl.

Wc begin by cx:unining the cfl~ct ol” (hc initi:d shock
pressure on whc(bcr [hc dimcr structure is obscr-vcd. Figure 6
shows the m;lss spectra (lbt:iincd from Iour Llif(crcnt shock
cxpcrilmcn(s. The vwiiiblc being charrgcd in this scqucncc of
cxpcritmcnts is the initial shock pressure introduced into (hc
imthraumc; nll ()(hcr v;wi:tblcs in the cxpcrirncnts were held
us close to Iixcd m our abilities tIllowcLI.The initial pressures
arc indicu[cd on each panct of Fig. 6. A.s outlind in .Scc.
111A, [hc initial pressure a crystul W:ISsubjcctcd to wits con-
trol ICLIby sclccling :m apprx)priatc sl:lppcr bm-rcl length. The
mass range on the ligure shows both the protonahxl wxl LJcu-
tcratcd onthraccrrc m(momcr and the tmthraccrrc di mcr sig-
nals. The particular sc:m USCLIin Fig. 6 I’rom ctich shot was
lhc onc showing (hc I:lrgcst dimer inkmsily. The in(cnsitics
shown in the [igurc arc SC;IICLJso (hc dcutcra(cd nlon(mwr
maximum intcnsi(y for c:wh shot is (me. The short ncgutivc
pulse O(m = 290 (o 296 mu (hat i~ppcurs on all the panels is
a (iduci:il mark (h:l( indicates [hc slarl oi’ imothcr mass-
spcctral sc:m, This [iducii~l row-k tippcurs bccausc the :m[hrtl-
ccrw dimcr i(m formed during (hc i{miz;di(m period 01’0 scan
q~pcw-s M (hc dctcch~rs during the I’ollowing stun. This oc-
clJrs bccausc ol’ (hc Iiwgc nmss of (hc dimcr i(m and i(s con-
comi[an[ low speed loww-d the MCP detectors in [hc mass-
spcclrxmm(cr dri 1’[rcgi(m.

Figure 6 is [hc central rcsul( O( this paper; this Iigurc
shows (h:d i1’(hc pressure in[roduuxl in(() ;m unthrzccnc crys-
lal is --9 GRI m) tmlhroccnc Llimcr is observed. However, i1’
a przssurc (i -- 18.4 GRI or higher occurs in [hc anthrwmm,
tbc dimcr s[ruc[urc is seen. In 14 cxpcrimmn(s where a prcs-
sum of = 18.4 G131 was in(roduaxl into anthrwccrm cryst:lls,
the an[hrmxnc dinwr WLISIIlways observed (SCCTilblc [). In
two cxpcrimen(s where an(hmccnc crys[als were sh(wkcd 10
~,() Gp:l, ~{~j;Ill[tlr:lccnc dimer W:ISseen, N()(t (h:]t LIWSC{)b-

scrva[ions c(wrcl;t(c with Wm-ncs~obscrva[i(ms [)1a slope dis-
~{)n[inui(y ill IIlc ~ll](h~lccnc Hug(mi[)( :1( --17. I G!?I (SCC

Figs. I and 2). We asscrl thil( [he microscopic” origin ol’ (he
slope discxm[inuitics observed by Wamcs i]l:lcrosc(~picillly
m LIuc 10 (IICilnlhr<uxnc nl(m(mwr (0 dimcr rcacli(m,

The cxpcrimcn[ in which wc used tt 4 mil (hick cryslal
(sho( N(). 101993 I ) allows us (f) make a comment un (hc
S]XCLI01”(hc chcmiul kinc(ic process (hat prxduccs the all-
thrmxnc dinwr frx)m (WOmonomers. In [his sho[, the cryshl
w~s sllockcd (() -22. I GP:I. As discussed in Sec. II 1, (his

shock pressure is nulin(:iincd in (he :Inthritccnc p:lr[iclc adj:l-
ccnt 10 [hc k:lplotll,ill[hrilccllc intcrfiu I“or-20 ns. our LI:I1:I
and un:llysis show ii nmximum c(mvcrsion ol” mthraccnc
monomers I() dimcr ~)1’--4% in [his cxpcrirnenl. Thcrcforc,
on t)bscrvablc l’ritction ot” [hc :m(hraccnc is cxmvcrted [o 011

anthraccnc dimcr in II time less than ()]rcqud to -20 ns when
lhc crysla] is shocked m -22 GRI. Wc do not know whether
the nmnomcr-ditncr rc:lcti(m h:ls ;whicvcd equilibrium in Lhc
20 ns bclorc the rcacti(m is stoppccl by the :Irrival 01 the
rar-cfxlion waves I’rom [hc k:tp(ol~/!lnthr~lccnc l“rcc surfaces.

The cxpcrimcnt thid USCLIsublirnt~tion (o obtilin (hc
cmcking p~iltcrn of tmthraccnc is useful here ~or’showing that
no other ncw spccics other thim lhc unthrmmc dimcr is ob-
tainccl by shocking anlhmccnc :Ib(wc the (hrcshotd V:IIUClbr
dimcr production. For cxampic, in [hc upper panel of Fig. 5,
wc show (hc mass spcch-um [rem 1 h) 200”~lmu obtiiinccl by
shocking anthrmwnc 10 ---~ Cj~;L (s,ho( N(), I() Ig~k/SGlll

6 l). The iowcr panel shows ihc an[lk)g(ms mtws spcclrurn
obtilincd by sublimation oi’ an(hr-wxmc (m dcscribcd in Sec.
III B). The sho( and scxn number displayed in the upper
panel of Fig. 5 was chosen bcuusc of (hc high anthr-acctw
rnonomcr inlcnsity ohscrvcd. ScconLI, Lhcrc was some dimcr
intensity visible I’rom the swnc ioni:mtion period-thereby
assuring us th:d the volume clcmcnt (JI’:mlhr:unc bcin.g ob-
served hm cxpcricncul high pressure [’or:1sul’licicnt [imc for
(hc Llimcrixalinn reaction to occur. The csscnli:ll ~c:durcs 01’
lhc (WOspcclra arc idcntictil. The nli~s:i mngc displi~ycd in the
Iigurc is limited. However, it’ ;my silgnilicum( ionic signals
from hctlvicr Inasscs were present, th:y would appear in the
mass range shown, bu( at inum-cctly ltlbclcd (low) muss. The
only IWOLlillcrcnccs in [he (WOspcclml appear in the subli-
mated material U(mass 19 d 2X mu. Wc poinl out lhot the
sublimukxl spectrum is w] :Ivcmgc 01”i(ms COIICCICLIover
[200”scans of the mass spcctromc[cr iInLICWILJLJUI,while the
shockcci spccirum is from onc SCM. The nmss 28 pc:lk in the
sublimated spcclrum is LIUCto b:~ckgr[mnd N? imd 03 in the
mass spcctronwtw-; this spcc[rtll peak Ihasbeen brought (w( 01”
the noise by (he c(xdding of 1200”scans. We think the peak
at muss 19 is duc 10 CH3HC 1; it aris:s bcc:msc of the I:mgc
mount of Hc curricr gas nccdcd h) (}btuin the requisite sign-
al intensity in the sublim:](ion cxpcrimcnt. These rcsul(s
show that (hc shock cxpcrimcn[s do not proclucc my ncw

molecular spccics not present in the sublimtdion {)thcr lhan
the :mlhrwxnc dimcr.

The suhlima[ion cxpcrimcnt involves a rclutivcly gentle
h:lndling ()!’ [hc an(hr:iccnc-the (cmpcra(urc ol’ tbc expand-
ing gmc(ms mixlurc is Icss than 52!3 K bcc:~usc 01”mwxlc
c(x)ling, ;IIKI the pressure is less than 7 Iith, (Iw s{ilgrmtion
pressure. In cxm(mst (() (his. (hc shmk experiments subject
[he an[hraccnc 10 very rig(m)us conditiotw-i. c., pressure
grco(cr then IX GPa, tcmpcmtures grc:](cr [ban 1350 K, aml
in(crnal energy chungcs which in tcmpcmturc units corrc-
sp(md 10 tens 01”[h(JLIsunds 01”degrees K. Furthcrnlorc. an
tinthrxxne cryst:il sh(~ckccl [O{he first cwsp on (hc anlhracenc
I{ugoniot hils undc!r:(mc LIvolLInIc rduclion of -35%. That
is, ihc molcculcs 01”(he crystal have l~ithcr ken c(mlprcsscd
I’rom [heir [Imbicn[ crysl:tllinc scp~lmtion I’arLIp the rcpuisivc
wall 01’the il]tcltl]~)lccLlltlt-potcn[ittl or ncw chcmicill bonds
h:lvc been l’(wnd (hil[ NIIOWtnore cllicicnt nwss p:wking or
both. These cxmsidcmti(ms suggcs[ thil[ vim der Wa;I[s clinwrs
mi:h( be seen in the sublimation cxpcrinmn(. but not in [hc
sh(wk-wilvc cxperinwnls. [n c(mtr:ts[ [<)this. we see {hc coll-
verse. ‘lh:l( is, dirncrs are seen in (bc shock cxpcrinwnts, but
1101in the sublinldti(m expcrimcm[. 11’hisis str(mg cvidcncc
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CtEAVAGE PLANE =:-:----== .- —

FIG. 9. Schema 01 the anthrwcrw crystal strucmrc in a direction perpen-
dicular k) the shock-wave prop~gation direction; the cleavage plane direc-

tinn is~k)shown.

(hut a chemical dimerization has occurred in the shock-wave
experiments. Warnes2 observation of a chemically bond
structure tit 354 amu in his recovery shock-wave experiment
is consistent with this interpretatiori as are the other experi-
mental results from static high-pressure studies outlined in
Sec. II B. An ancillary conclusion isthateven the relatively
gentle conditions in the sublimation experiments appear to
be too rough to produce observable amounts of van der
Wads dimers in ourappamtus.

The next reasonable question to pose is il the observed
anthmcene dimer is chemically bound, then what is its likely
chemical structure. We first note that there is no mass loss in
the dimer formation; this implies cross linking with no hy-
drogen loss. This means that ring pi bonds are being con-
verted to interring sigma bonds. The observed reaction is
driven primarily by pressure; this is consistent with the
smaller volume of the cross-linked dimer relative to two
monomers. There is a class of’ring-forming reactions that are
known to be strongly pressure driven ,and which have rela-
tively low activation barriers even at ambient pressure. These
are the DieIs–Alder reoctions—the simplest of which is the
cross linking of ethylene with butadiene to form cyclohex-
ene. Aromatic ring systems can undergo DieIs–Alder
reactions s(h)With no other constraints (such as Spatial orien-. .
tation of the molecules), it would be difficult to isolate any
subset of the possible cross linkings of two anthracene mol-
ecules. However, this is not the case in our experiments since
the crystalline forces produce conditions of strong ordering
in space of the various molecules as shown in Fig. 9. Fur-
thermore, the initial compression caused by tbe shock is a
kmgifudinal compression of the crystal perpendicular to the

crystal cleavage plane. Our thin crystal experiment shows
that at least some dimerization can occur quickly (in -20 ns
or less). In view of these considerations, we speculate that
the dimerization reaction we are observing is a DieIs–Alder
reaction involving the end benzene rings between molecules
on tbe two sides of a cleavage plane of a crystal (see Fig. 9).
Tbe two new sigma bonds formed between the two end rings
produce moditied rings one of which is 1,3-cyclohexadiene
and the other 1,4-cyclohexadiene. All the data discussed in

this article are consistent with this interpretation, but do not
prove it. Sec the Appendix for a more quantitative discussion
of the energetic and pressure dependence of the anthracene
dimerization reactions and consideration of whether it may
be it DieIs–Alder cross linking.

Next we discuss data from the shock experiments that

indicate a time evolution in the amount of dimer observed.
Figure 7 shows a succession of scans from shot No. 093093d
(see Table 1). The mass-spectral intensities on tbe various
panels of this tigure are normalized to tbe maximum inten-
sity of the deutemted monomer signal for each sctin. An im-
portant implication of this figure is that with certain experi-
mental conditions of crystal thickness and shock pressure a
large anthracene dimer intensity is obtained. At the maxi-
mum dimer intensity for this shot, about 50V0 of the anthra-
cene was converted to an anthracene dimer (see Table 1).
Because we have made no attempts to remove instrumental
corrections, such as corrections for the detector efficiencies
of the monomer and dimer in the mass spectrometer, or to
fragmentation differences upon electron impact ionization,
the ratios we quote here and in Tiible I are apparent ratios.
However, there can be no doubt that the dimer signal is sub-
stantial compared to the monomer.

The question arises of what is the source of tbe observed
increase in dimer population as scan number increases. At
first we thought what was being observed was a time reso-
lution of the dimerization chemical rate process.Two things
altered our opinion on this; the first being the observed ra-
pidity of the dimerization rate process for the 4 mil thick
crystal. Above we showed that this process occurs in 20 ns or
less. Second, the fluid-mechanical calculations for tbe 22 mil
thick crystal indicate that the shock irl an anthracene crystal
is caught by tbe kapton rarefaction at about 10 imils into the
crystal. Thereafter, the shock is being eroded by the rarefiac-
tion; by -18 roils into the crystal, the shock’s strength has
been diminished to -18 GPa. After [his point the shock is
becoming too weak to drive the dimerization reaction. There-
fore, we think that what is being observed in Fig. 7 is not the
advance with time of the dimerization rate process, but rather
the effects of a weaker and weaker shock progressing to-
wards the anthrdcene crystal face. For scans earlier than scan
38, the shock has been eroded to less than -17 GPa. For
scans 40 to 45, we are looking deeper into the crystal where
the shock had been eroded to a lesser extent and, therefore,
the reaction was driven further to completion. If one makes
the assumption that the dimerization process equilibrates r’m
stantaneousl-y on the time scale of a scan, the data in Fig. 7
could be used to determine the equilibrium constant of the
dimerization reaction as a function of thermodynamic state.
Such a determination would require accumte calculations of
the pressure-tempemture histories of each antbracene “par-
ticle;” these calculations would require inclusion of’ tbe en-
ergetic of the dimerization reaction.

The discussion above assumes that the expansive flow of
particles from tbe shocked crystal to tbe mass spectrometer is
laminar, i.e., that there is no mixing of the various layers of
anthracene, Thus, the number density we obtain in each scan
is representative of that of a specitic layer ot’ shocked mate-
rial. This assumption is supported by several experimental
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{tserva(ions, Ftx c’xanlplc. LImicron size inclusion of ac-
clone s{~lvcnl in (me (~f{NIrcrystals was seen in onc cxpcri-
mcm :md appcarud li~r (rely (N1Cscan. Another example is an
cxpltwivcs cxpcrinwn[ in which isotonically Iutwlcd consti[u-
ci][s remained clearly scparatml in lhc mass spectra. I9(1))we

estimate that each scan samples successively about 17 Pm
dccpcr into the cryskri.

V. DISCUSSION AND CONCLUSIONS

In (his stxtion we briefly review our chief’ results, dis-
CLISS some of their inlplic~tions, and suggest some possibic
directions Ior Iurthcr work.

Our primary results are: ( I ) a dimerization reaction eun
be made to occur by subjecting anthracene crystals to tran-
siept high pressure (> 18 GPa) produced by shock woves; (2)
this dimerization reaction can be driven to, at le~st, partial
completion in times as short vs 20 ns; (3) the experimental
evidence supports (he view that the dimer is a chemically
bond structure-since sublimation experiments thtit produce
much gentler conditions do not show any evidence of van
der Wwds dimers in the sutne appatatus: (4) the tippeatance/
nonappearance of the anthmcene climer can be controlled by
regulating the strength of the shock wave introduced into the
anthracene crystal: (5) for shock strengths of -9 GPa no
dimer production is observed, while for shock of pressure 18
GPa or greater the dimer is always produced; (6) the previ-
ous item (5) correlates with Warnes’2 mechanical measure-
ments showing a cusp in anthracene’s FIrrgoniot at -17.1
CiPa-thus, our measurements connect Warnes’ macroscopic
mechanical observations to a microscopic chemical event;
(7) the ~mly new chemical species we see due to the high-
-pressure shocking is the dimer structure—this Fact points to
art interpretation that the second cusp on anthmcene’s Hugo-
niot at -38.4 GPa corresponds to a chemical system in
which the conversion to dimer is complete; (8) a heuristic
statistical-mechanical model is expounded (in the Appendix)
that casts light on why the Hrrgoniot measurements show
such sharp changes (i.e., cusp ,points)-the origin being a
sign change in the free energy of reaction when the pressure
is raised above a critical value; (9) since there is no mass loss
in the dimeriztition, the reaction must be a ring cross linking
in which intraring pi bonds are converted to interring sigma
bonds; (10) an obvious candidate for such a cross-linking
reaction is a Dicls–Alder process—such reactions are known
to be strongly pressure driven and to have relatively low
activation energies even at ambient pressure; ( 1I) using the
known anthracenc crystal structure and the angle of attack of
thie shock on the crystals, we suggest a likely candidate for
the specific dimer isomer being formed; ( 12) when thicker
(ZZ19 roils) crystals were shock to -22 GPa, we were able to
produce large conversions of the monomer to the dimer—in
one case a greater than 50% conversion was observed (vid.e
infra).

Itis important to realize that the phenomena being stud-
ied in anthracene is not a chamcteristic of anthracene only.
The cusp behavior in the Hrrgoniot has been observed in all
iwornatics that have been studied. The structures studied to
dara are benzrmc, toluene, anthracene, phenanthrene, and
pyfene, (’z The combination of the earlier shock-wave work

and the current work su,ggcsts that aromatics, when shocked
10 sufticicntly high pressure, undergo u cross-linking climer-

ii,ation reaction that involves loss of intraring pi bonds. Note
(hat the cLtsp hchavior on the Hugoniot is even exhibited to
some dcgrtw by p(jf.vmer.s that contain aromatic rings some-

x{l,).x{~~A further pointof some in-whcrc in their structures.
tcmst is thut other nonaromatic ring structures such os 1,3-
and i ,4-eyclohexadicne do not show such behavior even up
to very high pressures.

A related point concerns the behavior ot’ solid high ex-
plosives observed in the mass spectrometer. Dimers of the
benzene ring-based explosives TNT (2,4,6 -trinitrobenzene)
and TATB ( 1,3,5-triamino-2,4,6 -trinitrobenzene) have been
observed mass spectrometrically during the initiation and

z] These observations suggest
detonation of these materials.
an tmdo[herrnic process due to ring clross linking is part of
tbe early chemistry of the detonation process (which is over-
all highly exothermic) of explosives containing aromatic
rings,

There are a number of features in our results that we do
not fully understand. Among these is the large production of
dimer for the cases where thick crystals are shocked to -22
GPa—i.e., shots Nos. 093093c and d and 101993e. The re-
sults of the numerical calculations, wi[hin their assumptions,
indicate that crystal thickness should not be of critical impor-
tance in the amount of dimer producecl$ since the anthracene
‘particle’ at the kapton/anthracene interface is shocked and
held longest at high pressure and temperature for the 10 and
22 mil crystal cases. It is our judgment that the defect is in
the assumptions we utilized in setting up the numerical
model. Probably the two most deficient assumptions are the
neglect of the endothermicity of the monomer-dimer reac-
tion and the change in compressib)llity of’ the shocked-
reacting material, when significant amounts of dimer are pro-
duced. The neglect of strength effects in the anthracene may
also be important. Inclusion of these factors could produce
new shocks, shocks that grow in strength, spalling, etc. Such
retined calculations are a research project in themselves that
we (Jacobson and the authors) may pursue in the future.

Another point of concern about our experimental data is
its somewhat erratic quantitative reproducibility; we note
that the qualitative result of whether dimers are observed
above 17.1 GPa is well reproduced, The quanti~~tive repro-
ducibility is no~ably poor for the three thick crystal shots
(i.e., shot Nos. 093093C and d and 10 1993e—see Table I).
The shock pressures used in these shots were all -22.1 GPa
and the crystal thicknesses were 21, 19, and 23 roils, respec-
tively. Yet the tnaximum dimer production seen was 23.2%,
5 1.5%, and 23.9%, respectively. We can think of two pos-
sible reasons for this. First, there are neglected fluid-
mechanicai effects (some of which were discussed in the last
paragraph) that occur in the actual lIOW and that may be
modifying tbe flow in ways our simple picture does not in-
clude (e.g., such that crystal thickness becomes important).
Second, there may be instabilities in the fluid-mechanical
expansion of the “cloud” before tbti skimmer is reached.
High-speed photographs of the cloud expansion in the case
of shocked anthraccnc (and also for other materials) indicate
this part of the flow cannot be reproduced in its details. We
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note that the instability cannot be of the Rayleigh–Taylor
type. Clarification of the origin of these reproducibility dif-
ficulties will take further work. If the difficulties are due to
an instabilityin the cloud expansion it would be difficult to
eliminate because the quenching of the chemistry requires
this rapid expansion.

There are further experiments on this topic that would be
of interest. Perhaps the most straightforward of these would
be an extension of the current work to other aromaticsthat
have been studied via macroscopic shock-wave techniques,
e.g., pyrene and liquid benzene. Another variation would be
to shock an anthracene crystal with the shockwaverunning
parallel to the crystal cleavage plane; such an experiment
would look for topotactic effects on the reaction chemistry.
One could also modulate the “hydrodynamic” clocks in the
system by varying the anthracene and kapton thicknesses.
Such experiments would cast light on the time dependence of
the monomer to dimer rate process. Finally, one could use
multilayer isotonically labeled anthracene crystals to deter-
mine in a direct way the relationship between a mass-spectral
scan and the original spatial location of the material in the
unshocked crystal.
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APPENDIX

In this Appendix, we present a heuristic model of the
pressure-driven dimerization reaction being observed; it is
included to help the reader understand the effect of very high
pressure on the rapid onset with pressure of the anthracene
dimer in the products distribution.

Consider the shocked anthracene crystal as a two-level
s~atistical-mechanical system in which no and n I are the
fractional populations of the two-monomer state and dimer
state, respective] y. The fractional populations of the two
states as a function of AE, P, Au, and T is

~o=z-l

and

n] =2-1 exp(–[A~+ l’Av]\lc~), (Al)

where Z= I +exp[[A~+PAv]l~~) and rzo+n, = 1. We as-
sume that our experimental observa~ions are from systems
that are fully equilibrated (i.e., thermally, mechanically, and
chemically).

Note that AE>O and PAu <0; i.e., the dimer is ener-
getically metastable to two monomers (at P= O), but it oc-
cupies less volume than two monomers. Therefore, the argu-
ment of the exponential AE – PI Av/ will go through a zero
when P= E/l ArJ1. Let us examine the character of the

change in the relative population of the two states near this

zero, using plausible values of kT, A,E, and PI Av1.Warnes2
estimated that T- 1350 K (“or higlher”) at the first slope
discontinuity in the anthracene Hugoniot. The Diels–Alder
dimer of benzene is -30 kcal/mol (i.e., AEs 15 100 K)
higher in energy than two benzenes.s(b) This value should
also apply approximately to the analogous dimer of anthra-
cene, since the additional rings on the anthracene molecules
are not involved strongly in the energetic of the reaction.
With these values of AE and T, we can determine AU, pro-
vided we know the value of n 1 at some pressure. Suppose we
take shots Nos. 093093d and 10 1993e of Table I as charac-
teristic of dimer production when a thick crystal is shocked
to -22.1 GPa; these two shots were chosen because they
show reasonable reproducibility. The scaled density ratio
(R2) is the appropriate quantity to use for n, in the following
calculations and its value for these two shots is -0.24. That
is, roughly 1/4 of the system is in the dimer state. Using
nl =0.24 in Eq. (Al) gives a value of AU of –5.22
cm3/mol. The value of n, as a function of pressure is
n ~= E/( I +E), where EGexp{– O.45[25 – P(GPa)]}. The ar-
gument of this exponential has a zero at P ~ 25 GPa; at this
pressure the free energy ordering of the two-monomer/dimer
states reverse. This produces a situation where the free en-
ergy favors population of the dimer state. These observations
cast light on why the slope changes in Wames’ U,, vs UP

Hugoniot are so rapid; i.e., they are a result of the sign
change in the exponential dependence of the dimer/monomer
population.

It is noteworthy that Murphy and Libby 14 found evi-
dence of a negative activation enthaljpy for cross linking of
anthracene under high static pressures (-5.8 GPa). That is, a
cross-linking reaction rate was increased by lowering the
temperature. Our work is consistent with their observation,
but note we are considering the relative amount of reactant
and products and not their rate of formation. These same
workers derived a volume of activation for production of a
356 amu dimer from their rate data and obtained a value of
–5.2 cm3/mol. It is known that for DieIs–Alder reactions,
volumes of reaction and activation have similar values.22 The
similarity of our volume of reaction with their volume of
activation suggests that the dimers we observe are the result
of a Diels-Aider cross linking of two anthracene molecules.
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Abstract

We conducted a number of plate impact experiments using an 80-mm Iauncher to study dynamic void
initiation, Iinkup, and span in tantalum. The tests ranged in shock pressure so that the transition from void
initiation, incipient span, and full span could be studied. Wave profiles were measured using a velocity
interferometry system (VISAR), and targets were recovered using “soft” recovery techniques. We utilized scanning
electron microscopy, metallographic cross-sections, and plateau etching to obtain quantitative information
concerning damage evoIution in tantalum under span conditions. The data (wave profiles and micrographs) are
analyzed in terms of a new theory and model of dynamic damage cluster growth.

Keywords: span, tantalum, void initiation, damage, impact experiments

1. Introduction

Spallation differs tlom other metal forming
processes in several important respects. Stress waves
travel in spallation at speeds great enough to fbrm
shock waves. This typically happens at very high
strain rates. Typical high rate metal forming occurs at
strain rates of 1-10 s-]. Spallation occurs at strain rates
of> It)ss-’.

Spallation is one of a variety of experimental
configurations that can produce dynamic fracture for
the research purposes. Spallation is defined as a
dynamic uniaxial strain experiment. It occurs in a
material due to ter%ile stresses generated by the
interaction of two release (rarefaction) waves [1]. The
principal stress components differ by the flow stress
under conditions of dynamic uniaxial strain. Thus, in
the ductile case, voids are subject to nearly isotropic
tensile stress fields. Void growth and coalescence
dominate all stages of the fracture process. Porosity,
void formation, growth, and coalescence serve as
variables in descriptions of spallation and therefore
the fracture criteria of the material [1-3]. In a spallation
plate impact experiment, a flyer is launched at a
stationary plate sample. Impact results in loading that
induces a shock wave at the impact plane. The shock
waves travel tium the impact plane to both the flyer
plate” back surface and the target back surface.
Reflection of the waves occur at the free surfaces. The
two release shock waves meet inside the sample to
produce a plane of tension. The sample will fail at the
plane and separate into two pieces if the amplitude of
the tensile wave exceeds the span strength of the
material. Otherwise, the sample will develop an
incipient deformation zone at a tensile plane with
characteristic voids, cracks, and plastic deformation.

The process of deformation and fracture can be
investigated by using a soft sample recovery system
and microscopic observation of the damage atter the

impact [l]. VISAR laser interferemetry can be employed
to record the back free surface velocity of ihe target [4,
5]. Both techniques were utilized in this study of
spallation properties of high-purity tantalum
subjected to pressure just above the spallation
threshold and to an impact stress one iind one-half
times the spallation threshold [6].

2. Material and Experiment Description

In this study we used commercially pure (triple
electron beam arc melted) unalloyed tantalum plate
with the measured composition (in at. %) of 6 ppm
carbon, 24 ppm nitrogen, 56 ppm oxygen, < 1 ppm
hydrogen, 19 ppm iron, 25 ppm nickel, 9 ppm
chromium, 41 ppm tungsten, 26 ppm niobium, and the
balance tantalum. The tantalum plate was in an
annealed condition and had an equiaxed grain
structure of 68 Wmgrain size [7]. We performed
uniaxial strain span tests utilizing an 80-rrmr single-
stage launcher and recovery techniques as previously
described [1]. VISAR interferemetry was used to record
the free surface velocity of the sample [4, 5]. Tantalum
samples were spalled at 9.5 and 17 GPa pulse pressure
and 1 I.LSpulse duration under symmetric impact
conditions. Recovered spalled samples were analyzed
theoretically and using optical and scanning electron
microscopy.

2.1. Span Experiments

A great number of reports describe shock
compression and release in metals including tantalum
[8-14]. Tantalum’s mode of failure and hence span
strength is a function of shock amplitude. Previous
recovery and non-recovery span tests reported a 5.2
GPa span strength for 6 GPa shock amplitude, 7.3
GPa span strength for 9.5 GPa shock amplitude, and
3.0 to 4.5 GPa span strength for 15 GPa shock
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amplitude [6, 7, 15]. These compare favorably with our
results. Figure 1 shows a typical calculated (using a
void growth model without volumetric plasticity [2,
6]) and measured span VISAR wave profile in high
purity tantalum shock loaded to approximately 9.5
GPa. This calculated signal also corresponds to a
simple tensile fmcture model with a span strength of
7.3 GPa. One of the peculiar observation associated
with the 9.5 GPa span signal is the sudden
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Figure 1. Void-growth model and span VISAR trace at
a shock pressure of 9.5 GPa.
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deceleration that occurs in the pull-back signal in
Figure 1.

The VISAR signal appearance of a sharp velocity
pullback suggests that the material has undergone
complete spallation, i.e., separation. However, there
remains a restoring force to decelerate the spalled
piece. This remained a puzzle until ewunination of a
recovered spa]] sample disclosed the nature of the
actual span plane. Figure 2 shows the span region for
a 9.5 GPa impact stress,

Figure 2. Spalled region for peak impact stress of 9.5
GPa.

Figure 2 shows that the span plane is not a distinct
fracture surface, but it consists of a number of cracks
extended over several hundred of microns in the
direction of wave propagation (vertical on “--L1lC
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Figure 3. A heuristic picture of a proposed secondary span mechanism.
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micrograph). We suggest that the initial loss of
material strength comes tlom the formation and elastic
opening of the cracks and hence the corresponding
drop of longitudinal tensile stress. Following this

initial 10SS of tensile strength, the extended span

plane pulls apart and undergoes additional linking of
these cracks to eventually form the separated span
plane, but not before developing considerable
secondary resistance to separation: this is what we
refer to as secondary span resistance (SSR).

Figure 3 shows a heuristic picture of proposed
secondary span mechanism taking place in tantalum.
Nucleation of voids takes place in the span region
when sufficient tensile stress is achieved (IS<CO,
Figure 3a). Partial coalescence occurs in a preferential
orientation following nucleation to relieve the
longitudinal tensile stress component by the elastic
opening of flat cracks parallel to the span plane
(Figure 3b). Further coalescence occurs in the next
stage that produces a “jig-saw-puzzle” effect after the
flat cracks have opened sufficiently (Figure 3c). This
produces the observed secondary span resistance. The
span plane undergoes complete separation if the
impact ampIitude is great enough (Figure 3d). We
believe that the 9.5 GPa stress amplitude in pure
tantalum tested follows the span process up to the
point represented by Figure 3c, while the 17 GPa
stress amplitude takes the sample to the point
represented by Figure 3d i. e., to compIete separation.

The SSRis therefore included in the void growth
model in terms of an additional tensile stress that
develops following simple tensile fkacture. As the
separation distance xbetween the letl and right sides
of thespall surface increases, the SSRis given by:

6ssR=0 for x<a and x>b (1)

C$sSR=.fCYS{(x-b)/(b-a)]jora<x<b (2)

where, os is the absolute magnitude of the span
strength (here 7.3 GPa) and y is a dimensionless
numberless than unity. Generally a will be on the
order ofafewmicrons (the onset of SSR) and b will be
on the order ofa hundred microns (the end of SSR).
Equations (l)and(2) represent the stress necessary to
pull apart the convoluted span plane shown in Figure
3.

Calculations of the spaIlation behavior with this
modeIof SSRisshown in Figure 4 for a= 5 microns, b
‘200 microns, and J= 0.20, which fit very nicely the
observed damage in the pure tantalum spa]] tests.

2.2. Microscopy

Thespall test at 9.5 GPa pulse pressure produced
an incipient span fracture. The cross section of the
recovered spa]] sample showed distinctive cracks
running across the entire diameter of the sample with
multiple branched and interlocking cracks extending
into the sample away fi-om the principal fracture
surface. The two halves of the span sample did not
separate from each other, regardless of the fact that the

puke pressure exceeded the expected spalil strength of
this material (see Figure 2).

4

o

Void Grpwth Model ~ith
Secondary Span Resi~ance

............

1 ~1

..,,,,.,.,,....,,;,,.,,.,,.,,.,..,,.,,.,,.,,

9.5 cjPa r
shock p@ssure

. .. . . . . . . . . . .. .. . .. . .. . . . . .. . . . . . . . . . . . . . . . . . . . ~~ . . . . . . . .. . .... .. . . . . . . . . .

... ...,. . .. . . . . .. . . . . . . . . . . . .. . .. . .. . . . . . . . .. . .. . .. . .. .. . .. . . .. .. . . .. . . . . .
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Figure 4. Void growth model with secondary spali
resistance terms.

Figure 5. Cross section of tantalum sample spalled at
9.5 GPa showing void initiation at the point of
intersection of several grains and propagating cracks
with deformation surrounding a void and a crack
(optical micrograph).

Figure 5 shows higher magnification (ofthe same
span cross section of the tantalum sample spalledat
9.5 GPa shock pressure.

Wehavesectioned offpart of the spalled sample to
allow it to separate thespalI surfaces. Figure 6 shows
the typical ductile dimple fracture surface
characteristic for metals in Group VA. Multiple
impurities onthe fracture surface are present, and most
likely they are responsible for the void initiation.

The span was complete and two halves of the
spalled sample fully separated to reveal fracture surface
under increased Ioading pulse pressure (17 GPa). The
micrograph shows a mixture of cleavage fracture and
ductile dimples present on the sample spalled at 17
GPa loading pulse pressure (Figure 7).

This change in the fracture morphology can be
induced by significant deformation twinning which
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will initiate cleavage [7]. The etched cross section,
orthogonal to the span fracture surface, reveals a
significant density of deformation twins and only a
few twins in the sample spalled at the lower pulse
pressure (Figure 5, Figure 8).

fracture stress therefore increases because, to a first
approximation, it is linearly proportional to the
applied stress. The combination of this effect and a
significant amount of deformation twinning triggers
cleavage fracture.

Figure 6. Span fracture surface of tantalum spalled at
9.5 GPa. Arrows point to the particles which most
likely initiated dimples on a ductile fracture surface.

Figure 7. Fracture surface of tantalum spalIed at 17
GPa shock pressure.

The sample tested at the higher pulse amplitude
did not show crack branching, unlike the sample
tested at the lower pulse amplitude. This observation,
and the change in mode fracture tiom ductile to a
mixture of ductile and cleavage fracture explains an
observed decrease in span strength with increased
applied pulse amplitude in this material [6, 7, 15].

Cleavage fracture isassociated with the ductile-to-
brittle transition in this material especially under
severe loading rates or low temperatures [7, 16]. High
hydrostatic tensile stress develops at the span plane.
The ductile-to-brittle transition is pushed to higher
temperatures with increases in applied stress. The

Figure 8. Deformation twins present on the cross
section of the tantalum sample spalled at 17 GPa
shock pressure.

2.3. The Micromechanical Model of Span Events in
Pure Tantalum

A theoretical program is underway to model the
damage evolution observed in materials such as
tantalum The void-growth model with secondary
span resistance involves the mechanics of non-
interacting spherical voids coupled with an ~d hoc
description of partial coalescence and elastic opening
followed bycrack link-up and finally, complete loss of
strength [6]. On the other hand, the micromechanical
model of spallis a theoretical analysis that attempts to
explain, frommore fundamental principles [17-20], the
microscale interactions of voids to folm the observed,
complex fracture patterns (e.g., Figures 2 and 5).
Quantification of the micromechanical model, in
combination with wave-propagation and span
calculations, should lead to an improved explanation
of observed span signals in materials undergoing void
nucleation, growth and coalescence under dynamic
loading conditions.

The micromechanical model includes damage
induced by shear stress as well as damage caused by
volumetric tension. Spallation is included in the
model as a special case and strain induced damage is
also treated. Void nucleation and growth are taken
into account and give rise to strain rnte effecm which
also occur through elastic release wave propagation
between damage centers (voids), The underlying
physics of the model is the nucleation, growth, and
coalescence of voids in a plastically flowing solid.
The model is intended for hydrocode based computer
simulation. The details of the model are published
elsewhere [17-20], but qualitative description of the
model is presented below.
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Figure 9. Statistical treatment of voids in a material.

The voids are assumed to exist tloan time O of the
deformation time in this micromechrmical model, and
they are randomly distributed throughout the material.
The void may be an impurity, for example. Two voids
coalesce when a locaI flow instability forms in the
intervoid ligament, which then thins out. This
process is called void linking. Each void is
surrounded by a stress and strain linking range.
Figure 9 represents the statistical consideration of the
voids in any material. Arrows in the figure point to
the voids, potential linking ranges (light gray) and
local flow instabilities (dark gray).

The coalescence of two damage clusters (voids)
requires the fultllment of two conditions: sufficient
stress and sufficient strain in the intervening ligament.
An enhanced stress field around the periphery of large
damage clusters leads to an enhanced stress link range.
Material in the intervening ligament undergoes plastic
flow under the applied external stress. The
intervening ligament thins out when sufficient plastic
flow accumulates. The degree of plastic flow
necessary to thin out the ligament between two
clusters is approximately inversely proportional with
respect to distance between them, because of a local
unloading resulting in an elastic region surrounding
damage clusters rmd neighboring voids. This results
in the stress and strain concentration at the periphery
of damage clusters and voids. Figure 10 represents
schematically a mechanism of a single void linking to
a damage cluster.

Two modes of fracture can be represented that are
functions of the rate of void growth and coalescence,
which are in turn a function of tensile pulse amplitude,
pulse duration, strain rate, and sound velocity of the
material.

The first mode of fracture is dominated by a stress
linking enhancement which is an increasing function
of cluster size. The stress linking enhancement can
occur at rates of void growth and coalescence lower
than the second mode of fracture. A limiting condition
for the occurrence of the stress linking enhancement is
that the loading pulse duration exceeds the damage
cluster diameter divided by the sound velocity of the
material. This defines the time needed tier initial
loading for the establishment of the stress
enhancement at the darnage cluster periphery. The
loading occurs via sound (release) wave propagation

thm one end of the damage cluster to the other end
(Figure 10).

Figure 10. Single void linking to a damage cluster.

This process is highly deterministic. Fracture will
occur when the largest damage cluster grows much
faster than small clusters via void coalescence. Figure
11 depicts this process. Due to the nature of this
process, this wilI happen at a lower end of the high
strain rate regime of dynamic deformation, i. e., span
tests but not explosive tests.

El

m

El

EP’ “’”sters\
.dii!J

individual voids linking volume

large stress range

largest cluster = fracture path m

Figure 11. Single crack fracture mechanism,.

The stress linking enhancement is inhibited in the
second mode of fracture, at higher rate of void growth
and coalescence and when the pulse duration does not
exceed the typical darnage cluster diameter divided by
the sound velocity. Failure occurs when the
independently growing damage cluster linking ranges
happen to overlap, forming a continuous fracture
surface. This is a stochastic process similar to
percolation, hence the name percolation fracture
criteria which describes this process.
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Figure 12. Percolation fracture criteria.

Figure 12 depicts this process and it is expected to
happen at higher strain rates (explosive loading). The
growth of large clusters is expected to be inhibited by
the lack of time to form stress enhancements at a
damage cluster (disk) periphery, and damage will form
independently everywhere until it is connected into a
continuous fracture path. The shallow dimple depth
(Figure 6) of the span plane and the small thickness of
the crack nodes of the cross section micrographs
(Figure 5, Figure 6) can be interpreted as small voids
and failed intervoid ligaments. The plastic flow field
surrounding a small void plausibly approximates the
void link range (Figure 13). The void link range is
very large due to the large tantalum span strength.

Figure 13. Etched cross section of a plastic field
surrounding a void.

The computer calculations show that the loading time
was too short for the cluster peripheral stress
enhancement to occur [2I]. These two occurrences
support and favor the percolation prc}cess.

Qualitative correlations suggest that span in high
purity tantalum occurs by linking of widely separated
voids via the percolation process.

3. Summary

Span experiments on pure tantalum were performed
under a range of shock pressures covering the
tramition from void initiation, incipient void Iinkup,
to full fracture. These experiments have allowed the
microstructural mechanisms of spallation to be studied
and verified qualitatively. Shock pressures above the
span strength of the pure tantalum studied do not
necessary lead to complete fracture. This is explained
by a proposed model that incorporates a secondary
span resistance that follows the. initial partial
coalescence and elastic opening of voids. The
secondary span resistance is included in a proposed
micromechanical model. The micromechanical model
consists of two representations of fracture mechanisms
that depend on the deformation strain rate. The
mechanism that occurs at lower strain rates is called
the single crack fracture mechanism. This mechanism
arises due to an enhanced stress and strain fields
around the periphery of large damag(s clusters. These
fields interact in a highly deterministic process of
void coalescence. The second fra~cture mechanism
occurs at higher strain rates where void growth occurs
rapidly and independently throughout the fracture
region. The process is stochastic and is reminiscent of
percolation theory. The fracture surface is formed when
the growing voids intersect by chance and form a
continuous path.

This micromechanical explanation of dynamic
fracture suggests that pure tantalum spans by
percolation fracture mechanism due to rather large
stress and strain linking ranges between voids and
short loading times.
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